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Introduction

= Comparison of LLMs and KGs

m Knowledge Graphs (KGs) Large Language Models (LLMs)

Data Structure Structured, graph-based (triples) Unstructured text-based, sequential
tokens
Knowledge Type Explicit, factual, domain-specific Implicit, parametric, commonsense
knowledge knowledge

Processing Style Logical reasoning, graph query, path Intuitive, implicit, next token prediction
traversal

Primary Use KGQA, recommendation, entity QA, content generation, text
Case disambiguation ... summarization ...



Introduction

* Why Do We need to synthesize LLMs with KGs?
e Large Language Models (LLMs)

- Strengths: Superior Capabilities in Natural Language Processing and Generation ...

- Limitations: Hallucination, Poor Reasoning, Lack of up-to-date Domain Knowledge, Black-box Model ...

* Knowledge Graphs (KGs)

- Strengths: Highly curated Structured and Reliable Knowledge, Symbolic Reasoning and Inference ...
- Limitations: High cost of construction, Incompleteness, Domain-specified ...

* LLMs + KGs

- Neuro-symbolic System : Hallucination Mitigation, Reasoning, Explainable and Responsible Results.
- Knowledge Fusion : Combinations of Domain Specific factual Knowledge and Common Knowledge.

https://enterprise-knowledge.com/synergizing-knowledge-graphs-with-large-language-models-lims/



Role Evolution of KGs in Synthesizing with LLMs

= KGs as Background Knowledge

e KGs and Text Alignment Entity Linking

- KGs (entities or relations) having the textual description (Text-KG pair) _
KG Retrieval

- KG and text data are stored separately (Common scenario for QA task)

LLM Previous: Fine-tune LLM with KG

K6 Retrieval Cross-model Joint Learning -

— Encoder

Classification Dat L
; o assification Data Q o
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KGs Eﬂtity é @ @ E Y : <Twitter, renamed to, X> (] ( 1
: KGs :

Open-Source

Link
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Jiang, Pengcheng, et al. "KG-FIT: Knowledge graph fine-tuning upon open-world knowledge." Advances in Neural Information Processing Systems 37 (2024): 136220-
136258.



Role Evolution of KGs in Synthesizing with LLMs

* Joint Learning: Bidirectional language and KG pretraining [NeurlP52022]

- Retrieving relevant subgraph from KG based on text to create text-KG pair.
- Leveraging cross-modal encoder that fuses the input text-KG pair bidirectionally.
- Unifying masked LM and KG link prediction for and joint learning reasoning.

Masked LM KG link prediction

Text corpus KHOWlEdge graph Self-supervised art supplies (round brush, at, hair)

g Objectiv : r Modality interaction (Mint) with
[ LM Head ] [ LinkPred Head ]

f r interaction token and node to mix
representation for joint learning

ik

¥ — ! g
[ Fusion Layer J L ~
Cross-modal T [} . (CiMlayer | ((GNNLayer | [h(E) R 6(6) ] _ MInt( [h(E) . é(ﬂ) )
Encoder " \ \ -em mR-8 int? “int int? “intl/»
[INT] If it t used KG LM Lay -
for hair, a round Retrieva |
brush pleof » |
[INT] If it is not used for >
hair, a brush is an
Text Local KG example of [MASK] [MASK].
Raw data Pretrain DRAGON

Yasunaga, Michihiro, et al. "Deep bidirectional language-knowledge graph pretraining." Advances in Neural Information Processing Systems 35 (2022): 37309-37323.
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* Fine-Tuning LLMs with KGs
-KG-Adpter: Parameter-efficient fine-tuning (PEFT) for integrating KGs with LLM [ACL 2024]
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Tian, Shiyu, et al. "KG-Adapter: Enabling Knowledge Graph Integration in Large Language Models through Parameter-Efficient Fine-Tuning." ACL Findings (2024 ). 3813—

3828.
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Role Evolution of KGs in Synthesizing with LLMs

* KG based Retrieval Augmented Generation (KG-RAG) ntroduce CoT with LLM

- KG-RAG for knowledge intensive tasks [Bioinformatics, 2024] to select relevant nodes

- Chain of Explorations (CoE) for KG-RAG [arXiv2024] or relationships from KG

“ User Prompt E Generated output
i i Genes associatedwith | | s s s s s aaaaaas e araaaa e
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________________ i i il o i, i : Plan - Eval : Cypher + Vectors
1 Disease entity . i .
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.
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1
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o588 0e Q { Answer J< RAG Answer Prompt
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° :0
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KG-RAG: Cypher-query based Retrieval KGQA over a KG retrieval based on CoE

Soman, Karthik, et al. "Biomedical knowledge graph-optimized prompt generation for large language models." Bioinformatics 40.9 (2024): btae560.
Sanmartin, Diego. "KG-RAG: Bridging the gap between knowledge and creativity." arXiv preprint arXiv:2405.12035 (2024 ).
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e Retrieval Augmented Generation (RAG)

- KG-guided RAG (KG?RAG) [arXiv 2025]

Query:

In which part of New York City is the director of the romantic comedy 'Big Stone

Gap' based?

N

Semantic-based
Retrieval

Retrieved chunks

1 Big Stone Gap is a 2014 American drama romantic
comedy film written and directed by Adriana Trigiani.

5 Big Stone Gap had its world premiere at the Virginia
Film Festival on November 6, 2014.

Radhika Rao

-
Knowledge graph

Green Village

romantic comedy
based in

Big Stone Gap

directed by

Document

3 I Love NY, also known as I Love New Year, is an

Indian romantic comedy film directed by Radhika Rao.

Adriana Trigiana

Text with available existing KG: establish linkage
between text chunks and KG chunks
Text without KG: extract entities and relations

from text chunks to form subgraph

\ Virginia Film Festival )

+ Graph-guided
Expanded chunks Expansion
Adriana Trigiani is an Italian American best-selling
+1 | author and film director based in Greenwich Village,
New York City. Organized paragraphs

______ J Love

\” Green Village \\\‘ .~

P
Knowledge graph [SRSou

KG-based Context
Organization

Big Stone Gap is a 2014 American drama romantic

) comedy film written and directed by Adriana Trigiani.
The film had its world premiere at the Virginia Film
Festival on November 6, 2014. Adriana Trigiani is an
Italian American best-selling author and film director
based in Greenwich Village, New York City. ]

2 I Love NY, also known as I Love New Year, is an
Indian romantic comedy film directed by Radhika Rao.
The main plot was taken from the Russian romantic

1
1
1
— E basediin ‘\\\\\\ ® - comedy "The Irony of Fate" (1976).

| Big Stone Gap ™~~~ . _
1
. directed by remiered at "~ . Q
| Adriana Trigiana he | LLM Generation | o O
g s L Response: A

\_ T — Virginia Film Festival ) Greenwich Village, New York City. | =

LLM

S ={s(q,c)|c € D},

a. Semantic-based chunks retrieval

gg = {(h,r,t.c)|ce Dy} CG.

b. Retrieve the relevant subgraph from KG

G, = traverse(g, Qg, m),

c. Expand retrieved chunks with the m-hop BFS
searched neighbor subgraphs on KG

R(q,Ti) = C(q,conc(T;)),

d. Rank the relevant expanded chunks and
incorporates it with the retrieved chunks as context

Xiangrong, Zhu, et al. " Knowledge Graph-Guided Retrieval Augmented Generation." arXiv preprint arXiv:2502.068641 (2025).
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= KGs serves as guidelines to LLMs for Joint Reasoning

» Offline Reasoning: KGs-based reasoning before LLMs reasoning

* Online Reasoning: KGs-based reasoning directly involves in LLMs reasoning

* Agent-based KG guidelines: Agent-based autonomous reasoning
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. ]
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Reasoning path n;

i

)
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Liu, Guangyi, et al. Dual Reasoning: A GNN-LLM Collaborative Framework for Knowledge Graph Question Answering”. CPAL, (2025).
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e Offline Reasoning: [FRRAG] Modular KGRAG
for KGQA [arXiv, 2025]

- Estimate the hop of reasoning to classify the question
- Employ BFS and ranking to retrieve subgraph for reasoning
- Leverage LLM to extract reasoning paths

- Generate the final answer based on retrieved reasoning paths

Simpler semantics,
invelving fewer entities

9 Comm—ry! and relationships.... Psimp.!e
? 4 r KGs et Paths
Hops=2 Ssimple jﬂ]} inn .5',
Asimple Q Iy Esimple " ? ] , - &
my 'é%
Retrleval
my

Query . f Q
Context (;;. Searcl
N LLMs
KG T3, M3,74,€complex. 1 complex -
e o0 B? ——
Scomplex Z . _~"-_ \ Augmented
9 _ T 7 l N / R i
25 ! Hops=4 3 RN T eason ng
" = Structural Info ms Query Correct Paths R~

\ Ti g
qcomplex \_{ More complex semantics, ] complex contﬂx‘ Rea”‘“ng Info LLMs

involving more entities Correct ]
comg‘l,en)::‘:ery and relationships.... Reasoning Path
Flne tuning

LLMs L(mpled KG-RAG

{ssimplea ri1, My, T, esimpte}

{Scomptes T1, My, T2, M2,

Prompt: You are an expert reasoner with a
deep understanding of logical connections and
relationships. Your task is to analyze the given
reasoning paths and provide accurate reason-
ing path to the questions based on these paths.

Based on the reasoning paths, please extract
the correct reasoning path. If NO correct rea-
soning path, please just reply NO.

Reasoning Paths: {paths}
Question: {question}
Correct reasoning path:

Prompt: You are an expert reasoner with a
deep understanding of logical connections and

relationships. Your task is to analyze the given
reasoning paths and provide clear and accurate
answers to the questions based on these paths.

Based on the reasoning paths, please answer
the given question.

Reasoning Paths: {paths}

Question: {question}

Gao, Zengyi, et al. "FRAG: A Flexible Modular Framework for Retrieval-Augmented Generation based on Knowledge Graphs." arXiv preprint arXiv:2501.09957 (2025).
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* Online Reasoning: [KG-SFT] KG augmented supervised fine-tuning LLM for KGQA
[ICLR2025]

- Search neighboring entities to obtain the reasoning subgraphs
- Generate reasoning-based explanations via an external LLM

- Detect knowledge conflict based on online reasoning (reasoning subgraph and natural language inference model)

________________________________________________________________________

N, peTTTTTSSSSSSSSSssssssssssssssssmEmTTa ~,
. s A I N rd N
(1) Perform NER on QA pairs | Extractor v Generator ' Detector )
! P P -

H H 1 Quesfion: Which of the following is not a typical : 1 - ] :

fO re ntlty extra CtIO n | | symptom of cancer? ! | | Explanation: The common symptoms that H O The common symptoms that cancer !
|| A Weight gain ] | | cancer may cause include decreased 1 may cause include decreased !
-3 Persisfent fever ! ! resistance, @fh.ich can lead fo.fever of # resistance, which can lead to fever of !
i Answer: A i Lo origin, lly manifested as Split unknown origin, usually manifested !
. 1 1ol persistent fever. Moreover, it is generally Sentence | as persistent fever. I
(2) Retrleve cores Ubgra ph E o | Named Entity Recognition | . i con;,m;m for cancer tri.vF cause weight Ios: gue T = H
. i N to the large amount of energy consumed by OMoreover, it is generally common for H
from externa | KGs tha tis ! (Ccancer ] [[persistent fever ] [ weight gain | i | | cancer cells. Weight gain, on the other hand, i i cancer to cause weight loss due to i
| . is only associated with appetite rather than [ the I tf of d I
. . 1 I e large amount of energy consume
related to QA p airs vis HlTS i . .ll a- . i | | being a usual symptom of cancer. Therefore, i i by cancer cells. i
! gl 1 the correct answer is A, weight gain 1 i
. . i n - - - ; I
( Hyper || nk_] nd Uced TOpIC I Knowledge Graph P typically is not a symptom of cancer. @ i 1 ||Cweight gain, on the other hand, is |
! [ S ™ I ! bl only associated with appetite rather !
Sea rCh) E i ' i o | Generate Reasoning Explanation | s ::’;‘::::fmg alusual/symptom|of H
! r [ - i
1 e fever of i1 = n t fi f P |
i | i H i O Therefore, the correct answer is A, i
. antonym ma (- 0.81 g [ weight gain typically is not a 1
1 y E ght g pically
(3) Spl |t the LLM generatEd ! may;cause may cause  synmonym . “ 0.85 0.93 0.88 0.87 i i symptom of cancer. i
| n c . - - ]

. . fit - 1 o - 1
reasoning explanations and i Loppetite | {cancer ] [persistentfever ] | idr'score |(appetite ) [eancer] (Tpersistentfover ] | | p— :
f .t .th I H may cause r:j:c may.cause  may/cause | i 0.88 E E Natural Language R. A i

1 . leasoning 1
use It wi a nguage i - i E 0.89 decreased i i Inference Model Subgraph E

: 1 resistance 1 resistance TS
inference model : P ¢ b . . ;
l\ o | Extract Reasoning Subgraph | H 5\ o | Preserve Core Subgraphs | H l‘ o | Detect Knowledge Conflict H
hS 4" Sa 4’1 S ’l

Chen, Hanzhu, et al. "Knowledge Graph Finetuning Enhances Knowledge Manipulation in Large Language Models." ICLR (2025).
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e Agent based Reasoning: [KG-Agent] Agent-based autonomous reasoning for

KGQA [arXiv2024]

Which sports team for which Cristiano

Knowledge Memory Updating

Autonomous Reasoning

Instruction-tuned LLM for planner

A4

KG-based executor for knowledge updating

4

Agent-based autonomous reasoning over KG

Ronaldo played in 2011 was founded last ? $= 7 ¢=1 .
e Question Toolbox Definition —’i’i‘ y ——> get relation(m.02xt6q)
The answer is Pof'ggﬁ,[:,ll;lfet;f:al His_Pro Cur KG Info «—————— out:[teams,..] in:[athlete,..] €—— g& <«—
; linked emity }f{ =2 0 = t tail tit
. & None s = v0 = get tail entity(
t=1 =m.02xt6q =1 g i m.02xt6q, team)
Planner t_relati — = S
SR teams, athlete V. OB0ER 4 — R
t=2 (m.02xt6q) i ez P
_>{"FZJ = > get_relation(v0)
v0 = get_tail 8 =Pp=
y entity (m.0xt6q, None out: [from,..] in:[roster,..] €— g o; <«
g =3 team t=3
— ) = vl = get entity by
get_relation —»}4‘ , — > constraint (v0, from,=,2011)
_(VO) from, roster N % ’:'?“." |
L - —_— = — %g
TOOlbOX Executor t=4 t=4 : vli={m.06122,..}
Query Graph ' m.02xt6q KG Reasoning Program Input x
Grounded on KG | (Cristiano Ronaldo) |! Question l'oolbox
/~Frecbase | ! - get_relation(m.02xb6q) i-rreornenmresccsncesnoecansoont-oD Current KG Information
vaca® (I ¢ team L v0=get_tail entity(m.02xt6éq, team);. History Program
P s e i :”':fff’::iff:, e Er\v getirelation (vO0) ; \\\ @Om ut
from 2¢(CVT) E Y vl=get entity by constraint(v0,from,=,2011) ; \\\ get_relation(m.02xt6q)
2011 m.050fh, m.03b04g ||: _ ) A
onstraing | LT:02axe,m0622 [Ji i get_relation(vl);
| — _ég’,ll\,.,.l,l!l.',l!.,.. S E; v2=get tail entity(vl, r er) Question l'oolbox
‘ roster Current KG Information
; History Program
founded i Output y,
constraint 2 \__——«— v0=get tail entity(m.02xt6q, team)

ans=end (v3)

Example of instruction fine-tuning data synthesis and KG reasoning for the input-output pairs
Jiang, Jinhao, et al. "KG-Agent: An efficient autonomous agent framework for complex reasoning over knowledge graph." arXiv preprint arXiv:2402.11163 (2024).

Agent autonomously iterates the tool
selection and knowledge updating for
reasoning util reaching the answer entities
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= Comparison of Approaches with Different Roles of KGs

KGs as
background
knowledge

KGs as
reasoning
guidelines

Hybrid
approaches

Pre-training, fine-  Hallucinations
tuning, KG-based  mitigation
RAG

Rule-based Explainable results

reasoning, CoT- with less

based path hallucinations,

exploration Knowledge
interaction

Agent-based Iterative reasoning,

knowledge knowledge updating

reasoning,

reinforcement

learning

Re-training is needed
when
updating KG

Costly rule mining and
prompt token overhead,
path explosion and
reasoning

latency

High reasoning
complexity
and computing cost

High domain
coverage and up-to-
date factual
knowledge

Rich logical and
semantic
Knowledge, Flexible
interaction
interface

Dynamic knowledge
adaptation

Chuangtao, Ma, et al. " Large Language Models Meet Knowledge Graphs for Question Answering: Synthesis and Opportunities." arXiv: 2605.20099 (2025).
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Role Evolutio

n of KGs in Synthesizing with LLMSs

= Qur Recent Survey

* LLMs Meet Knowledge Graphs for Question Answering: Synthesis and
Opportunities [arXiv2025] https://github.com/machuangtao/LLM-KG4QA

KGs as Back-
ground Knowledge

KGs as Reasoning
Guidelines

KGs as Refiners F
and Validators

{ Advancements )

(Large Language Models Meet Knowledge Graphs for QA)

Knowledge Inte- }/InfuserKI (Wang et al., 2024a); KEFF (Zhao et al., 2025a); KnowLA (Luo et al., 2024b); KG-)

gration and Fusion \Adapter (Tian et al., 2024); GAIL (Zhang et al., 2024d) )

Retrieval Aug- KPLRTQA (Alawwad et al., 2025); GNN-Ret (Li et al., 2025b); GRAG (Hu et al., 2024b); N
mented Generation \LEGO-GrathAG (Cao et al., 2024); KG-RAG (Xu et al., 2024); KG2RAG (Zhu et al., 2025) )

(SR (Zhang et al., 2022); InfuserKI (Wang et al., 2024a); KnowL A (Luo et al., 2024b); KG- )

Offline KG Guidelines ) Adapter (Tian et al., 2024); GAIL (Zhang et al., 2024d); KELDaR (Li et al., 2024b)

/

(Oreo (Hu et al., 2022): KBIGER (Du et al., 2022); LLM-ARK (Huang, 2023); ToG (Sun et al.))
\2024&); ToG-2 (Ma et al., 2025b); KG-CoT (Zhao et al., 2024b)

Online KG Guidelines —

Agent-based KG-Agent (Jiang et al., 2024); ODA (Sun et al., 2024b); GREASELM (Zhang et al., 2021)
KG Guidelines

KG-Driven Filter- ACT-Selection (Salnikov et al., 2023); Q-KGR (Zhang et al., 2024c); KG-Rank (Yang et al.,
ing and Validation 2024); KGR (Guan et al., 2024)

{ KG-Augmented

T e ]—(EFSUM (Ko et al., 2024); InteractiveKBQA (Xiong et al., 2024); LPKG (Wang et al., 2024b)

{ Hvbrid Method KG-RAG (Sanmartin, 2024); LongRAG (Zhao et al., 2024a); KG-Rank (Yang et al., 2024);
Y FRAG (Zhao, 2024); KGQA (Ji et al., 2024)

Chuangtao, Ma, et al. " Large Language Models Meet Knowledge Graphs for Question Answering: Synthesis and Opportunities." arXiv: 25605.20099 (2025).

{ Optimization PG-RAG (Liang et al., 2024b); KGP (Wang et al., 2024d); SPOKE KG-RAG (Soman et al.,
P 2024); GoR (Zhang et al., 2024b); KG-Retriever (Chen et al., 2024b)

Y W - O
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LLMs + KGs Applications

= Medical QA
* MedRAG: KG-augmented LLMs for healthcare diseases diagnostic [WWW2025]

- Leverage multi-level matching and upward traversal techniques to search the diagnostic differences KG.

- Generate the final answers and follow-up questions for precise diagnosis based on the KG-elicited reasoning.

Query: Please provide diagnosis suggestions for the following patient:

* Age: 74 o Functional status: able to walk short distances unaided, need help for longer distances. ¢ Description: Pain in the right
lower back radiating down the right lower limb, with numbness in both feet [...].

Eo

. LA
Answer 1: According to the symptoms you Searching Elicited Reasoning ﬁ )
55 . . R — — \ !
(o) described, the diagnosis is sciatica: [...]. . N
Diagnostic KG Diagnostic Differences KG MedRAG
Answer 2: The symptoms you describe are often . .
(9 caused by: low back pain: [...]; back pain: [...]; Answer: According to the symptoms, there are two potential
lumbar-related pain: [...]. . diagnoses: sciatica: [...]; lumbar canal stenosis: [...].
You can further ask: whether standing increases pain
Answer 3: Depending on the symptoms you compared to cycling.
@ describe, there are two potential diagnoses :

sciatica: [...]; lumbar canal stenosis: [...]. Py _ = Specificity =
(b)

(a)

Zhao, Xuejiao, et al. (2025). MedRAG: Enhancing Retrieval-augmented Generation with Knowledge Graph-Elicited Reasoning for Healthcare Copilot. WWW2025.



LLMs + KGs Applications

= Recommendation
e K-RAGRec: KG RAG for LLM-based Recommendation [ACL2025]

- Introduce a popularity selective and similarity-based ranking to retrieve the relevant subgraphs from item’s KGs.

- Leverage GNN and projector to align the retrieved sub-graphs into semantic space of LLM for recommendation.

1. Hop-Field Knowledge Sub-graphs for Semantic Indexing 4. Knowledge Sub-graphs Re-Ranking
T35 Yy ey m e Semantic ' I Retpieved Knowledge Sub-graphs L
. . | ] Knowledge Graph for Items 1 . efrieved Knowledge Sub-grap L
(a) Hallucinations . (b) Lack of Knowledge .1_,=—_=.3,.,.P,,....=....__ 2 hode attributes 4 node [nformetien, | ? '
User User 11 Movies Other Entities ‘MJ PLM i—adﬂg_} r 2 °— 1 |
I have watched {Godfather} ! I have watched {Dune Il } s performin__e . diish { v Ly o7 ’\o d o o
ﬂha‘r movie dg you recommend | What movie do you recommend II l GNNIdexing GNNIMexing GNNIndexing by 1
I watch next? I watch next? L ; — — y
ext? " - Cartoon (genr-e)“ Layer Layer Layer 1, 1
LM 0 . i 1-hopy 2-thI2 |-hopll !1Re ranked Knowledge Sub-graphs & = argtopN; ¢ sim (p.2g) !
Lo : . War (tag) ! & z Z L] y
You may want to watch As of December 2022, 1 @D . I: \———\KE,'_—__/ I : O\? .
the movie Godmother ... L don't have knowledge about ‘,. Bomb (actor) ; Knowledge Vector E = : ! 91 O/\ ,\O [ :
*' T ell 1 s N L T F ’ Database =] . : 1
= o= omm e == == 2. Popularity Selective Retrieval Policy 5. Knowledge-augmented Recommendation

" () K& RAG for | '—LM Recommendation B PRI TS VIR AtE RRSSLLLLL LB et T NI L L L L A
User :{movie 1, .., movie 5} — 5 _“’_" —» {movie_1 ..., movie_5) | @ ___________________ . ;
1 1 I

I have watched {Dune || } (o= B Tl i gt il e i R R 1 Pr‘omp? (Query): What is the top recommended'
Wha‘r What movie do you recommend %x _3 - E"P!Ifd_gf §'£b_‘2"£‘|’_h§ _Rfff 'Ewﬂ : 1 mowe for user_63 who watched {movie_1, . :
I watch next? Qﬂ;‘ I pm = === 5 :l ____ R ___,,
"1 movie_j ! [
LLM . Vector ke :I Pru]zdor |
) v Database 1 I
Based on_your watching | & S G; = argtopK, g{sim (q;,2,.)} i i

1

history, T recommend you "‘ _ > ;} Retrieved Knowledge Sub-graphs LN f? ? [_Fl ? ? ? ? :
to watch Interstellar, 1 Retrieve =1 T :
1 1
1 1 ]
1 1 ]
= .

b
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___________________________________________________________________

Wang, Shijie, et al. (2025). Knowledge Graph Retrieval-Augmented Generation for LLM-based Recommendation. ACL2025.
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LLMs + KGs Applications

= Schema Matching and Data Integration

 KGRAG4SM: KG based RAG for Schema Matching [arXiv 2025]

- A hybrid retrievals with vector-based, graph traversal-based, and ranking-based graph refinement to retrieve

relevant subgraphs from external large KGs to augment LLMs for schema matching.

!
‘hun_case_i (o) | ‘ATTEND_DOCTOR' R

The user identifier of the treating doctor o

the case.;A foreign key that refers to the
stamp_no identifier in hun_doctor table
recording the treating doctor.

Schema Matching Question:
Do the atiribute

matched with each other?

N

"CONDITION_OCCURRENCE" | "provider_id’

ATTEND_DOCTOR
(des1] from table hun_case_i (o) and the attribute provider_id with its|
xtual [des2] from table CONDITION_OCCURRENCE are semantically

with

its textual description

A foreign key to the Provider in the
PROVIDER table who was responsible for
capturing (diagnosing) the Condition.

Augmented with
retrieved subgraphs

T T

i Retrieve Relevant Subgraph from KGs i 'l'

: T E / Given the provided Knowledg}
i "Occupation\_ | _@ Graph (KG) context, it

E — _.__._’instan(;;’nch\-..___ 7 ; [=,l suggests a potential semantic

| /Medical doctor , ) o i similarity between the two

i \_ (physician) _/ instance of | attributes, as they both refer to
T i healthcare providers involved

E bl ‘ i in medical processes.

i subclass o :

i 7 osubclass of subclass of i The semantic match can be

/" Health o Service E v considered partial match in

- profesional provder ) |\ " preice J

Both are foreign key)
referencing other tables,
they peint to different
entities. The semantic
difference lies in their
specific roles and the
tables they reference.

These attributes are not
semantically matched with

each other. /
[

chema Matching Question:
9 Do the atiribute ATTEND_DOCTOR with its
*\ textual description [des1] from table hun_case_i (o) and
e attribute provider_id with its textual [des2] from
ble CONDITION_OCCURRENCE are semantically
atched with each other?

KG Triplet:

<head entity 1, realtion 1, tail entity 1>

<head entity n, realtion n, tail entity n>
KGs

KG Triplet
Vector

. Question
Question Embgdding

Vector

(1) Vector Similarity
Search

(3) Augment
Prompts with
Subgraph k4

 Top-10 Retrieved KG Triplet:

<Patient (Q181600), subclass of (P279), customer(Q8525835)=
<Customer(Q8525835), subclass of (P279), beneficiary (Q2586417)>

<Hospital Records Database(Q5908568), instance of (P31), database(Q8543)> —
<DrugBank (Q11225544), instance of (P31), online database (Q7094076)>
\:EHCPR number (Q366795), instance of (P31), national identification number (Q1140371)=/
(2) Subgraph Refinement Refined Top-2 KG Triplet: o
blase.d on ranking patient, subclass of, customer,
with vector score customer, subclass of, beneficiary Answers

Chuangtao Ma, Sriom Chakrabarti, Arijit Khan, Balint Molnar. Knowledge Graph-based Retrieval-Augmented Generation for Schema Matching. arXiv: 2501.08686 (2025).
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Conclusion

= KG-RAG

Vector-based graph retrieval: vector-based search is computing-consuming task for large KGs.

Query-based graph retrieval: Text2GQL is a challengeable task as the schema is agnostic for LLMs.

=  KG-guided Reasoning

Faithful of reasoning : generate the reasoning paths from KGs is primary based on LLMs while the
faithful of generated reasoning paths from KGs need to be addressed.

Complex reasoning: reasoning over large-scale KGs is a time-consuming and computing-consuming
task, efficient graph reasoning techniques need to be further investigated.

= LM and KG Alignment

Effective knowledge fusion: integrating LLMs with KGs with the prompt-based fusion is not the
optimal one as the topological information of KGs will be lost during the conversion.

Dynamic Knowledge Integration: keep the up-to-date knowledge in KGs and support incremental
knowledge updating of KGs.

Knowledge conflicts mitigation: the knowledge conflicts between the internal knowledge of LLMs
and the retrieved external knowledge need to be mitigated. 19
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