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Tutorial Outline

1) Introduction (15 Min) — Arijit Khan 4) Evaluations and Applications (20 Min) — Tianxing Wu
1.1 Large Language Models (LLMs) 4.1 Performance Metrics
1.2 Knowledge Graphs (KGs) 4.2 Benchmark Datasets
1.3 Unifying LLMs+KGs 4.3 Industry Applications and Demonstrations
1.4 Question Answering (QA)

5) Opportunities for Data Management (10 Min) — Arijit Khan
2) Unifying LLMs with KGs for QA (25 Min) — Chuangtao Ma
2.1 KGs as Background Knowledge c
2.2 KGs as Reasoning Guidelines

2.3 KGs as Refiners and Validators 6) Future Directions (5 Min) — Tianxing Wu

3) Advanced Topics on LLM+KG for QA (25 Min) - Yongrui Chen
3.1 Complex QA
3.2 Explainable QA
3.3 Optimization and Efficiency

* Q&A Session (10 Min)

* Break (10 Min)
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Large Language Models (LLMs) - Introduction
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Large Language Models (LLMs) - Introduction
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 Large Language Models (LLMs): Generative Al systems

. . . . [the rest of the LM'’s vocabulary]
primarily designed for natural language processing tasks.

* Foundation Models (FMs): Al systems serving as the basis for Language models text generation [2]
a wide range of Al applications - can be adapted to a range of
different, more specific purposes. E.g., LLMs, VLMs, speech FMs.

- often used interchangeably. / o




Language Models (LMs) - History
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History of LMs [3]

 Stage 1 (1960-1990): Linguistic Rules,
Statistics-based Models

* Stage 2 (2000): Neural Language Models,
Word Embedding, LSTM, GRU

* Stage 3 (2010): Pre-trained Language Models

(PLMs) based on Transformer, Self-attention
V e.g., BERT, GPT-2, BART
Parallel computation on GPUs for faster learning,
more model parameters, and more training data
Trained on an extensive volume of unlabeled text in
a self-supervised manner to capture general linguistic
knowledge, and are employed in diverse NLP tasks via
supervised fine-tuning, e.g., machine translation, text
summarization, and question-answering (QA)

* Stage 4 (2020): Large Language Models

(LLMs)

v Large models (with 7-100B+ parameters)
v Capable of performing more complex tasks and
problem-solving compared to PLMs
Prompt-based Interaction, Retrieval-augmented
generation (RAG) without updating model parameters
Scaling the models, compute, and data leads in
increase in performance



PLMs and LLMs Architecture
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Decoders Encoders Encoder-decoders

* GPT, Claude, Llama,, .. * BERT, RoBERTj, .. * BART, T5, ..
* Text generation * Text comprehension * Both text comprehension
(sentiment analysis, text and generation (machine

* Emergent properties (text
classification, summarization,
translation, question answering,
and diverse tasks)

classification, question- translation, summarization,
answering, and named entity and question answering)
recognition)

* New tasks without updating
model parameters via prompt-
based in-context learning and
retrieval augmented generation
(RAG)



Large Language Models (LLMs) — Benefits
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Applications of LLMs [4]

Input Input

Roger was helping the cafeteria
workers to pick up lunch trays, but he
could only carry 4 trays at a time. If
he had to pick up 10 trays from one
table and 2 trays from another, how
many trips will he make?

The given reasoning logic is as
follows: first add up the trays of two
tables and then calculate trips.

Roger was helping the cafeteria
workers to pick up lunch trays. but he
could only carry 4 trays at a time. If
he had to pick up 10 trays from one
table and 2 trays from another, how
many trips will he make?

Let's think step by step.
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Model Size (in billions

Larger and larger language models

Emerging abilities; generalizing to unseen tasks; task descriptions provided as

Scaling the models, compute, and data leads in increase in performance.

Perform new and creative tasks using prompt-based Interaction and retrieval-
augmented generation (RAG) without updating model parameters.

Vv LM pipelines remove task-specific supervision and need for labeled data —
easy to use, less expensive, and fast to iterate.

V LLMs act as knowledge bases - can be probed for QA and querying tasks.
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Scaling of LLMs



Large Language Models (LLMs) — Challenges

* Alignment Problem: LLMs may produce harmful, unsafe, toxic, or undesirable outputs —
inappropriate language, misinformation, bias, and discrimination.

* Hallucination: Parametric knowledge, lack consistent representations of knowledge, fail to understand a question
due to lack of context, knowledge gap (lack up-to-date and domain-specific knowledge), cannot recall facts (about not
so popular or long-tail entities) = output unreliable and incoherent responses, hallucinate by generating factually
incorrect statements.

* Lack of Consistency: Generate logically contradicting outputs = low semantic similarity of LLM outputs due to
paraphrased versions of a question (meaning-preserving text alternations), violate important relational properties
such as negation, symmetry, and transitivity; Adversarial LLM Jailbreaks.

* Privacy Concern: Data privacy, personally identifiable information, data retention policy, IP leakage, security
vulnerabilities, legal compliance.

* Black-box Model: Many LLMs are proprietary and little information is released about them. Difficult to explain
LLM predictions with billions of parameters. Knowledge in LLMs is hard to interpret, update, and is prone to bias.
Challenging to deploy LLMs in decision-critical applications.

* Environmental Concern: High cost, energy consumption, carbon emissions, and water usage.

* Societal Impacts: Job loss, disparities, phishing, fraud, manipulation, plagiarism, cheating, fake news, big tech
monopolies, societal unrest, ...



Knowledge Graphs (KGs) — Introduction

* Integrating knowledge + data at large scale 2 Knowledge graph
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| like” Facebook graph
search
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Knowledge Representation

Panama Papers The Power Players

King Salman bin Abdulaziz bin

Panama Papers investigation, led
by IClJ, exposed highly connected
networks of offshore tax structures

used by world’s richest elites

Hype Cycle for Artificial Intelligence, 2020

Expectations

Slope of Plateau of

gartner.com/SmarterWithGartner

Source: Gertner
2020 Gartner, Inc. and/or its affstes. All Aghts reserved. Gartner anc! Gartner. I

Gartner.

In 2020, Gartner put Knowledge
Graphs at the peak of its Al hype
cycle

Claudio Gutierrez and Juan F. Sequeda. Knowledge Graphs: A Tutorial on the History of
Knowledge Graph's Main Ideas. CIKM 2020 Tutorial
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Knowledge Graphs (KGs) — Data Sources and Categories
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Knowledge Graphs (KGs) — Components, Representation, and Usage

| KG Components]

* Nodes: entities, concepts, or instances within a domain, e.g.,
people, places, organizations, concepts, events, etc.

i Edges: relationships and connections between nodes, e.g., Is-a
relationship, Part-of relationship, Related-to relationship, etc.

* Properties: additional descriptive information and metadata

associated with nodes or edges, e.g., attributes, features, labels,
Qualifiers, metadata, etc.

* Ontology: schema and vocabulary used within the KG, providing
a structured framework for representing domain knowledge.

12



Knowledge Graphs (KGs) — Components, Representation, and Usage

| KG Components]

* Nodes: entities, concepts, or instances within a domain, e.g.,
people, places, organizations, concepts, events, etc.

i Edges: relationships and connections between nodes, e.g., Is-a
relationship, Part-of relationship, Related-to relationship, etc.

* Properties: additional descriptive information and metadata

associated with nodes or edges, e.g., attributes, features, labels,
Qualifiers, metadata, etc.

* Ontology: schema and vocabulary used within the KG, providing
a structured framework for representing domain knowledge.

| KG Representations |
* RDF Triples: collection of <subject, predicate, object> triples.

* Property Graph: graph model having nodes and edges with
arbitrary number of properties, where a node (a subject or an object)
denotes an entity and a directed edge (a predicate) is a relationship
between two entities.

"John Waters"
"Stephen Spielber
Person3 isNamed "Darren E. Burrow
Moviel hasTitle "Cry-Baby"

Moviel hasActor Person3

Moviel hasDirector Personl

Movie2 hasTitle "Amistad"

Movie2 hasActor Person3

Movie2 hasDirector Person2

RDF Triples

Personl isNamed
Person2 isNamed

« KG Embedding: Vector representation of KG nodes and edges
in low-dimensional space, such that the original structures and
relations in the KG are preserved in these learned semantic vectors.

ype: Director
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Knowledge Graphs (KGs) — Components, Representation, and Usage

[ KG Components] [ KG Applications ]

* Nodes: entities, concepts, or instances within a domain, e.g., Knowledge Graph Applications

people, places, organizations, concepts, events, etc. ‘/
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associated with nodes or edges, e.g., attributes, features, labels,
Qualifiers, metadata, etc.
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Domain-Specific

* Ontology: schema and vocabulary used within the KG, providing

a structured framework for representing domain knowledge. DS NPT ; = ; Ciinical DSS
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| KG Representations | Insider Trading
* RDF Triples: collection of <subject, predicate, object> triples.
* Property Graph: graph model having nodes and edges with U ————

- . : : Person2 isNamed "Stephen Spielber
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L. Moviel hasActor Person3
between tWO ent|t|es. Moviel hasDirector Personl
Movie2 hasTitle "Amistad"
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« KG Embedding: Vector representation of KG nodes and edges i (D cector Canedd
in low-dimensional space, such that the original structures and RDF Triples
relations in the KG are preserved in these learned semantic vectors.




Knowledge Graphs (KGs) - Query and Question Answering (QA)

N KG data models

KG query and KG-QA
classification

Design space of KG query |

and KG-QA

—-| Graph databases for KG

Query languages

—'|Subgraph pattern matching

Keyword search

KG query and KG-QA
techniques

KG query processing and
QA algorithms

* Graph query-by-example

Graph visual query

Natural language query

Conversational QA agents

KG query and KG-QA
benchmarks

Interactive query methods

Multimodal QA

Design space of KG query and KG-QA problems

Arijit Khan. Knowledge Graphs Querying. ACM SIGMOD Record 52(2): 18-29 (2023).

* Query: A query has a structure, e.g., a graph
pattern, a logic query, an SQL or a SPARQL query.

* QA: QA deals with answering unstructured

natural language questions (NLQs) — it also
includes a natural language understanding task.

15



Knowledge Graphs (KGs) — Benefits and Challenges

| KG Benefits |

structured, highly curated, and reliable representation of knowledge via explicit relationships.
support symbolic reasoning and inference, with answer validation and explainability.
V schema-flexible: updated dynamically with new knowledge via addition or deletion of triples/ nodes & edges.

V offer accurate explicit knowledge in many downstream applications, e.g., web search, QA, semantic search,
personal assistants, fact-checking, and recommendation.

| KG Challenges |
e Difficult to construct.

* Difficult to query due to incompleteness, schema-flexibility, heterogeneity, and massive-scale.

* Lack of user-friendliness in writing query: non-professional users find it challenging to write an
accurate query, e.g., via SPARQL, Cypher, Gremlin, GSQL, etc., since users must have full knowledge of
the query language, schema, and the vocabulary used in a KG. Current KG querying approaches
generally lack language understanding, are inadequate to deal with unseen entities and new facts, and
often ignore multi-modal information in KGs.

* Interoperability issue: existing methods are tailored for specific KGs or downstream tasks. 16



LLMs+ KGs: Synergy

KG for LLM |

KGs offer external knowledge (up-to-date, domain specific, and symbolic knowledge) for enhancing the accuracy,
consistency, transparency, and the overall capabilities of LLMs.

KG-enhanced pre-training, fine-tuning, and inference (KG-RAG).

KG-enhanced validation (LLM guardrail) and explainability.

LLM for KG |

LLMs augment KGs via knowledge extraction, auto-completion, and incorporating multi-modal information, enhancing
usability and performance of downstream tasks with natural language understanding and generalization capabilities.

LLM-enhanced KG creation and completion.
LLM-enhanced KG embedding.

V LLM-enhanced KG qguerying, analytics, and domain-specific applications.

| LLM+KG |

Downstream applications benefit from the complementarity of LLMs and KGs — LLMs and KGs offer parametric vs. explicit
knowledge, respectively.

17



Question Answering (QA): Introduction

* QA: QA deals with answering unstructured natural language questions (NLQs) — it also includes a natural
language understanding task.

| QA Categories |

* Simple vs. Complex Questions:

v Simple question = a single triple and a single relation, e.g., “where was Albert Einstein born?” can be answered
based on the relation ‘born’: <Albert Einstein, born, ?place>.

v Complex question = multiple KG relations (multi-hop) and/or additional operations (e.g., aggregate, order,
temporal), e.g., “what was the first movie of James Cameron that own an Oscar?”

Multi-document QA (_QA Applications |
Multi-lingual QA
Multi-modal QA
Multi-run and conversational QA

 Text generation, chatbots, dialog generation, web search,
entity linking, natural language query, fact-checking, ...

* Temporal QA * Open-domain QA, domain-specific QA
* Factoid QA
* Explainable QA * Al, NLP, information retrieval, and data management

18



LLM+KG for QA: Motivation and Challenges

* PLMs & LLMs for QA based on their pre-trained knowledge and natural language understanding capabilities [35]

[ Challenges of PLMs and LLMs in QA ]

* Limited reasoning ability for complex QA
* Lack of up-to-date and domain-specific knowledge
 Hallucination and inconsistency

| Motivation of KGs+LLMs in QA ]

KGs can offer external, precise, up-to-date, and domain-specific knowledge to LLMs via pre-training,
fine-tuning, and RAG (Graph RAG, KG-RAG)
v Improve LLM’s accuracy and consistency
v Support answer validation (LLM guardrail) and explainability.

| Challenges of KGs+LLMs in QA |

* Knowledge conflict
* Poor relevance and quality of retrieved data, limited context size of LLMs
 Large-scale and dynamic KGs

 Lack of iterative and multi-hop reasoning: 19



LLM+KG for QA: Roles of KG in Complex QA

Approach Strength Limitation KG Requirement
KG as Broad Coverage | Static Knowledge | High Domain Comparison of Approaches with
Back d C .
ackgroun overage Different Roles of KG
Knowledge
KG as Reasoning | Multi-hop Computational Rich Relational
Guidelines Capabilities Overhead Paths
KG as Refiners Hallucination Validation High Accuracy &
and Validator Reduction Latency Recency
Approach Multi-doc QA Multi-modal QA Multi-hop QA Multi-run QA XQA
. KG as Background v v v v X
ﬁllgnmerr:t of Knowledge
roaches to
C(F),:\)‘l lex QA KG as Reasoning v v v X v
] P . Guidelines
with Different _ 7 v,
Roles of KG KG as Refiners and X X X
Validator
Hybrid Methods v v v v v

20




LLM+KG for QA - Timeline

{ oY }_( Muti-hop QA )—(GraphLLM [Qiao er al., 2024]: HOLMES [Panda e al., 2024]; GMeLLo [Chen er al., 2024]

{ Multi-doc QA )—(KGP Wang et al. [2024¢]; CuriousLLM [Yang and Zhu, 2024]; VisDom [Suri ez al., 2024]

{_ Multi-modal QA }~{(MMJG [Wang ef al., 2022]; RAMQA [Bai e al., 2025]; KVQA [Dong et al., 2024]

& B &

KGs as Back-
ground Knowledge

KGs as Reasoning
Guidelines

KGs as Refiners
and Validators

( Knowledge Graphs Meet Large Language Model for QA )

{ Muti-run and Con-

Sl ]—(CoRnNetA [Liu et al., 2024b]; LLMs-Graph-Reasoning [Chen er al., 2024]; SELF-multi-RAG [Roy et al., 2024] )

{ Explainable QA )—(ROHT [Zhang et al., 2023]; EXPLAIGNN [Christmann et al., 2023]; RID [Feng et al., 2025] )

Knowledge Inte- (InfuserKI [Wang et al., 2024a]; KnowLA [Luo er al., 2024b]; KG-Adapter [Tian et «l., 2024]; GAIL [Zhang et al. o
gration and Fusion (2024b]

{ Retrieval Aug- }(Graph RAG [Hu ez al., 2024; Xu et al., 2024]: KG-RAG [Sanmartin, 2024]; GRAG [Hu et al., 2024]; LEGO- B

mented Generation @rathAG [Cao et al., 2024] J

(SR [Zhang et al., 2022]; InfuserKI [Wang ef al., 2024a]; KnowLA [Luo er al., 2024b]; KG-Adapter [Tian et al., )
(2024]; GAIL [Zhang er al., 2024b]; KELDaR [Li er al., 2024]

{ Offline KG Guidelines

J/

(Oreo |Hu et al., 2022]; KBIGER |Du et al., 2022]; LLM-ARK [Huang, 2023]; ToG [Sun ef al., 2024a]; ToG-2 IMa\
et al., 2024]; KG-CoT [Zhao et al., 2024b]

H{ Online KG Guidelines

{ Agent-based

KG Guidelines J—(KG-Agent [Jiang er al., 2024]; ODA [Sun et al., 2024b]; GREASELM |[Zhang et al., 2021]

KG-Driven Filter- ACT-Selection [Salnikov et al., 2023]; Q-KGR [Zhang et al., 2024a]; KG-Rank [Yang et al., 2024]; KGR [Guan ef
ing and Validation al., 2024]

KG-Augmented
Output Refinement

{ vbnd Method KG-RAG [Sanmartin, 2024]; LongRAG [Zhao et al., 2024a]; KG-Rank [Yang er al., 2024]; FRAG [Zhao, 2024];
y KGQA [Ji et al., 2024]

EFSUM (Ko et al., 2024]; InteractiveKBQA [Xiong et al., 2024]; LPKG [Wang er al., 2024b]

( Advancements )

- e \_J \__J _J '\

-( Optimization )—(PGRAG [Liang er al., 2024]; KGP [Wang et al., 2024c]; SPOKE KG-RAG [Soman et al., 2024]

A Structured Taxonomy of Synthesizing LLMs and KGs for QA

21



Relevant Tutorials

| QA, LLMs, KG |

* Dangi Chen and Wen tau Yih. 2020. Open-domain question answering. In ACL. 34-37.

e Lihui Liu, Zihao Wang, Jiaxin Bai, Yangqiu Song, and Hanghang Tong. 2024. New frontiers of knowledge graph reasoning: Recent advances and
future trends. In WWW. 1294-1297.

* Jizhi Zhang, Keqin Bao, Yang Zhang, Wenjie Wang, Fuli Feng, and Xiangnan He. 2024. Large language models for recommendation: Progresses
and future directions. In WWW Companion (2024). 1268-1271.

| LLMs+KGs/Graphs, RAG |

* Wenqi Fan, Yujuan Ding, Liangbo Ning, Shijie Wang, Hengyun Li, Dawei Yin, Tat-Seng Chua, and Qing Li. 2024. A survey on RAG
meeting LLMs: Towards retrieval-augmented large language models. In SIGKDD. 6491-6501.

* Chao Huang, Xubin Ren, Jiabin Tang, Dawei Yin, and Nitesh Chawla. 2024. Large language models for graphs: Progresses and
directions. In WWW. 1284-1287.

* Qiang Zhang, Jiaoyan Chen, Zaigiao Meng. 2024. Integrating Knowledge Graphs and Large Language Models for Advancing Scientific
Research. Learning on Graph Conference (LoG).
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Tutorial Outline

1) Introduction (15 Min) — Arijit Khan 4) Evaluations and Applications (20 Min) — Tianxing Wu
1.1 Large Language Models (LLMs) 4.1 Performance Metrics
1.2 Knowledge Graphs (KGs) 4.2 Benchmark Datasets
1.3 Unifying LLMs+KGs 4.3 Industry Applications and Demonstrations
1.4 Question Answering (QA)

5) Opportunities for Data Management (10 Min) — Arijit Khan
2) Unifying LLMs with KGs for QA (25 Min) — Chuangtao Ma
2.1 KGs as Background Knowledge <
2.2 KGs as Reasoning Guidelines
2.3 KGs as Refiners and Validators

6) Future Directions (5 Min) — Tianxing Wu

3) Advanced Topics on LLM+KG for QA (25 Min) - Yongrui Chen
3.1 Complex QA
3.2 Explainable QA
3.3 Optimization and Efficiency

* Q&A Session (10 Min)

* Break (10 Min)
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KGs as Background Knowledge

= KGs and Text Alignment

* Are the KGs available for text? i
.| Entity Linking
- KGs and text data are stored separately (Common scenario for QA task) ——— KG Retrieval
- KGs (entities or relations) having the textual description (Text-KG pair)
* How to align the KGs and text?
Joint Learning | LLM ( Previous: Fine-tune LLM with KG A
KG Retrieval “o—o Cross-model 1 1 X i
=5 P . or=\e Classification Data 450
- o ;L/ \\ EnCOder‘ E ® <SpaceX, launched, Starlink> & G} o
KGs UL \ L ky . 7' L Open-Source
- Knowledge o ' LLMs/PLMs
= . COTTT B o T OO v >
: |Questions > Pairs : 9 KG-FIT: Fine-tune KG with LLM
Parser |_|_|_|_I_| J ' Entity Knowledge
§ ':"'@ Entities \( é @ <Pikacti1‘u.E"r:lZ:Zh[:iessacf::i):ri\:lnspecies
S& Input W Response E F;} of the Pokémon rr:\ediafranchise et
: :>[> PLM :>i Answers \ : : &
'\ J ',' KG Any LLMs _é‘ ii. Entity Hierarchy KGs
T T T I ' ' ' ' ' ' ' ' 'Yy k )
Joint learning Fine-tuning
Jiang, Pengcheng, et al. KG-FIT: Knowledge graph fine-tuning upon open-world knowledge. Advances in Neural Information Processing Systems 37 (2024): 136220- 25

136258.



KGs as Background Knowledge

= Knowledge Integration and Fusion
* Joint Learning: Unified representation for KG and PLM [ACL2021]

- Encode textual description of entity as entity embeddings and jointly train the KE and MLM on the same PLM

e IO i i
h/’_’/r//'/ \t e — L= ‘CKE . n LMLM,

Encoder Embeddings Encoder
i T T

<s> Johannes Kepler was a German astronomer ... <s> An astronomer is a scientist in the field of ... ... Kepler <mask> to have had an epiphany on ...

texty text,

h r t

(@ Johannes Kepler JISILENLIIE Astronomer )

T

Joint loss for knowledge
embeddings and masked
language model

Wang, X., et al. A unified model for knowledge embedding and pre-trained language representation. ACL, 2021, 9: 176-194.

26



KGs as Background Knowledge

= Knowledge Integration and Fusion

* Joint Learning: Bidirectional language and KG pretraining [NeurlPS2022]

- Retrieving relevant subgraph from KG based on text to create text-KG pair.

- Leveraging cross-modal encoder that fuses the input text-KG pair bidirectionally.

- Unifying masked LM and KG link prediction for and joint learning reasoning.

Masked LM KG link prediction

Text corpus Knowledge graph Selgi:_:pe;vised art supplies (round brush, at, hair)

jective
= N : :
7 [ LM Head ] [ LinkPred Head ]
t t
= an oo an - Ca_e®
) @O0 - =@\ po
// \\ ’ \ c‘ \-ﬂ)
' \ ' ! \ I I - m-mm @
\ ) xM -’

N b 1 [ Fusion Layer J == |
/ \ m Cross-modal t t Miayer ] (GNNLayer )
/ \ @ w Encoder ! \8-8m o i

xN .
[INT] If it is not used KG P \.
for hair, mu.u.d Ret rieval :
ko .. | @ m
[INT] If it is not used for
hair, a round brush is an . @
Text Local KG example of [MASK] [MASK].

Pretrain DRAGON

Raw data

Modality interaction (Mint) with
interaction token and node to mix
representation for joint learning

~(2)

znt

h{Y el = MInt([hifl)t,

nt?) “Tint

Yasunaga, Michihiro, et al. Deep bidirectional language-knowledge graph pretraining. Advances in Neural Information Processing Systems 35 (2022): 37309-37323

)k
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KGs as Background Knowledge

= Knowledge Integration and Fusion

* Fine-tuning: incorporate the knowledge with text during fine-tuning (KG-Adapter) [ACL 2024]

Jeremy
Bieber

son X/ /
I Justin
i Bieber
i close in graph

! Knowledge Graph i

l‘binearize (loss of KG structure)

____________________________________

gender father

] \
] Q: Who is the brother of Justin Bicher i
: KG: (Justin Bieber, father, Jeremy Bieber), ...., i
! (Jeremy Bieber, son, ) H
1 ]

1
E A: Justin Bieber does not have a brother.x -
| ]
‘\ Prompt-based Method _ ,l'

PSS EEaENNNESSE RS S S SR EEESRE_————" ~

4 A

: Direct access KG- \
| structured KG 9 |_Adapter -
1 ]
1 @ Jaxon 1
E Q:Who is the K Biebery/] i
i | brother of Justin H> i
: Bieber 1
\ 1
N\,

Llama-7b Our Method

Yy Sy S S ————

Fuse representations of entity- GNN-based KGs
level KG and sub-word KG

representations updating

Bidirectional cross- attention
based reconstruction

______________

'—
Nodes&
. Sub-graph } Edges

..............

(1 — N1eheq
1a)depy-o)

——— \t —————
(D1aheq
1a)depy-9) -

>

Rule Based

Overall Frame

(1 +D1ekeq
seydepy-0y K- -

7

Retrieval

O,
f \of ConceptNet

r~ Freebase
KGs
Entity
Extraction

]
1

®=gatexA+(1-gate)XB

]
|
|
|
A

D = a downsale/upscale MLP Sub-word
to Entity Hybrid
Initialization

1KG

-Adapter

Layer(l + 1)

Jiang, Pengcheng, et al. KG-FIT: Knowledge graph fine-tuning upon open-world knowledge. Advances in Neural Information Processing Systems 37 (2024): 136220-

136258.
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KGs as Background Knowledge

= Retrieval Augmented Generation (RAG)

* Semantic RAG: retrieve document or chunks with limited reasoning abilities

* KG-RAG: retrieve subgraph (triples) from KGs with factual-based relationships

(a) Language Model Prompting w/o Knowledge Augmentation

[Prompt]
Question: Which member of Black Eyed Peas appeared in Poseidon?

Answer:

[Generated Answer]
Tarig Ali

Retrieved chunks
(b) Knowledge-Augmented Language Model Prompting

LLM-only

1) Ao ope
g — \NCOPDOIISCO
\ e R A

-~

LLM [Prompt] Retrieval 1
Below are the facts that might be relevant to answer the question: ¢

“ (Black Eyed Peas, has part, Fergie), (Black Eyed Peas, has part, Kim Hill),
G rap h RA G (Poseidon, cast member, Fergie)
~ Question: Which member of Black Eyed Peas appeared in Poseidon?
- Answer:

KG Subgraph
[Generated Answer]

Fergie

LLMvs RAG vs Graph RAG Prompt-based Augmentation
29

Xiangrong, Zhu, et al. Knowledge Graph-Guided Retrieval Augmented Generation. arXiv preprint arXiv:2502.068641 (2025).
Baek, Jinheon, et al. Knowledge-augmented language model prompting for zero-shot knowledge graph question answering. arXiv preprint arXiv:2306.04136 (2023).



KGs as Background Knowledge

= Retrieval Augmented Generation (RAG) Introduce CoT with LLM

* KG-RAG for knowledge intensive tasks [Bioinformatics, 2024] to select relevant nodes
or relationships from KG

* Chain of Explorations (CoE) for KG-RAG [arXiv2024]

n User Prompt E Generated output Co E
L : Cenesiassoclatedwithill @ ] e e
i el UM | ———{aCaroRON, SPRED1 : - : .
and ELANE d Exploraﬂon . LLM : KG LOOkUp
I Disease entity TR S | e S ] Plan - Eval : Cypher + Vectors
: recognition Proer:‘(?rtagtliienase Prompt-aware context 1 i :
- acute monocytic leukemia associates Gene RUNX1
(EPFSEANERY acute monocytic leukemia associates Gene SPRED1

Starting node(s) ’

acute monocytic leukemia associates Gene ELANE

Context

Latent space  Prompt-Context
matching Prompt-aware

Extract top node(s) &
relationship(s)

1
1
1
|
1
Acute Monocytic Leukemia 1
I
1
|
1
|
1

1

1

1

1

1 :

1 Disease

1 Latent space
1

1

relationship(s)

Return all info in the
path to target node(s)

Extract top node(s) & }

Graph to
Natural language

Q | Answer }: RAG Answer Prompt

KG-RAG: Cypher-query based Retrieval KGQA over a KG retrieval based on CoE

Soman, Karthik, et al. Biomedical knowledge graph-optimized prompt generation for large language models. Bioinformatics 40.9 (2024): btae560.
Sanmartin, Diego. KG-RAG: Bridging the gap between knowledge and creativity. arXiv preprint arXiv:2405.12035 (2024).



KGs as Background Knowledge

= Retrieval Augmented Generation (RAG)
* KG-guided RAG (KG2RAG) [arXiv 2025]

- Text with available existing KG: establish linkage
between text chunks and KG chunks
- Text without KG: extract entities and relations

from text chunks to form subgraph

r .
T Coovisteon Ratia
In which part of New York City is the director of the romantic comedy 'Big Stone Knowledge graph
Gap' based? I Lov
Green Village
Retrieved chunks romantic comedy
" 1 Big Stone Gap is a 2014 American drama romantic based “]; St G
Se"l':":t'.c'bised comedy film written and directed by Adriana Trigiani. 1g Stone Lap
etrieval -
, | BigStone Gap had its world premiere at the Virginia Adriana Trigi directed by
Q Film Festival on November 6, 2014. ana lngians
3 I Love NY, also known as I Love New Year, is an L Virginia Film Festival J
Document Indian romantic comedy film directed by Radhika Rao.

+ Graph-guided
Expanded chunks Expansion

Adriana Trigiani is an Italian American best-selling
+1 | author and film director based in Greenwich Village,
New York City. Organized paragraphs

Big Stone Gap is a 2014 American drama romantic

) comedy film written and directed by Adriana Trigiani.
The film had its world premiere at the Virginia Film
Festival on November 6, 2014. Adriana Trigiani is an

@ ; h Italian American best-selli hor and film di
Ju— Radhika Rao | talian American best-selling author and film director
Knowledge graph » . | based in Greenwich Village, New York City.
o2 - KG-based Context

----- ILove

T d Organization 2 1 Love NY, also known as I Love New Year, is an
\” Green Village L ¢ T R Indian romantic comedy film directed by Radhika Rao.
\ X romantic come;iiﬂ % The main plot was taken from the Russian romantic

basedin e ~-eno

1
L | - B — comedy "The Irony of Fate" (1976).
I . - . - T
| Big Stone Gap .
| el S 69
. ‘o B LLM Generation
L driana Trigiana .. e rye— \ | & |
\ T T— Virginia Film Festival ) Greenwich Village, New York City. | —
LLM

S ={s(q,;c)|c € D},

a. Semantic-based chunks retrieval

Go = {(h,rt,c)|[c€ Dy} CG.

b. Retrieve the relevant subgraph from KG

G = traverse(G, Gy, m),

c. Expand retrieved chunks with the m-hop BFS
searched neighbor subgraphs on KG

R(q,Ti) = C(g, conc(T;)),

d. Rank the relevant expanded chunks and
incorporates it with the retrieved chunks as context

Xiangrong, Zhu, et al. Knowledge Graph-Guided Retrieval Augmented Generation. arXiv preprint arXiv:2502.068641 (2025).
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KGs as Background Knowledge

= Retrieval Augmented Generation (RAG)
* KGRAG4SM: KG based RAG for Schema Matching [arXiv 2025]

“hun_case_i (o)’ | "ATTEND_DOCTOR"

The user identifier of the treating doctor of
the case.;A foreign key that refers to the
stamp_no identifier in hun_doctor table
recording the treating doctor.

"CONDITION_OCCURRENCE" | "provider_id"

A foreign key to the Provider in the
PROVIDER table who was responsible for
capturing (diagnosing) the Condition.

R?

Schema Matching Question:
Do the attribute

ATTEND_DOCTOR

with its textual description
(des1] from table hun_case_i (o) and the attribute provider_id with its
extual [des2] from table CONDITION_OCCURRENCE are semantically
matched with each other?

Augmented with

retrieved

subgraphs

»

Retrieve Relevant Subgraph from KGs

/Medical doctor ™

)@L;aﬁon
J— _\,___(instance o H

instance of

subclass of

f‘/(‘. Health Service
"_professional X
g provider

| (physician) _/

=V _subclass of subclass of f
) :

v

P
fo

J

Given the provided Knowledge
Graph  (KG) context, it
suggests a potential semantic
similarity between the two
attributes, as they both refer to
healthcare providers involved
in medical processes.

The semantic match can be
considered partial match in

pratice. /

p
fo

X

Both are foreign key}

referencing other tables,
they point to different
entities. The semantic
difference lies in their
specific roles and the
tables they reference.

These attributes are not
semantically matched with

each other., /
(

<head entity n, realtion n, tail entity n>

chema Matching Question:

KG Triplet: ) o # [Do the atiribute ATTEND_DOCTOR

<head entity 1, realtion 1, tail entity 1> R' extual description [des1] from table hun_case_i (o) and
e aftribute provider_id with its textual [des2]

ble CONDITION_OCCURRENCE are semantically,

with

its

from

KGs atched with each other?
KG Triplet Question
Vector Vector

(1) Vector Similarity
Search
Top-10 Retrieved KG Triplet:

<Patient (Q181600), subclass of (P279), customer(Q8525835)>
<Customer(Q8525835), subclass of (P279), beneficiary (Q2596417)>
<Hospital Records Database(Q5908569), instance of (P31), database(Q8543)>
<DrugBank (Q11225544), instance of (P31), online database (Q7094076)>

:CPR number (Q366795), instance of (P31), national identification number (Q1140371)>

(2) Subgraph Refinement
based on ranking
with vector score

Refined Top-2 KG Triplet:
patient, subclass of, customer,
customer, subclass of, beneficiary

(3) Augment
Prompts with
Subgraph

Chuangtao Ma, Sriom Chakrabarti, Arijit Khan, Balint Molnar. Knowledge Graph-based Retrieval-Augmented Generation for Schema Matching. arXiv preprint arXiv: 2501.08686 (2025).

Question
Embedding
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KGs as Reasoning Guidelines

= KGs serves as reasoning guidelines to LLMs for QA

* Offline KG guidelines:

* Online KG guidelines:

KGs-based reasoning starts before LLMs reasoning

KGs-based reasoning directly involves in LLMs reasoning

* Agent-based KG guidelines: Agent-based autonomous reasoning

]

v

@ Generation

KG-specialized
LLMs

Prompting
Instruction 1

&Q)

Questions

Prompting
Instruction 2

Graph-

<headl, relationl, tailld>
constrained

<head2, relation2, tail2>

Kés triples Reasoning path

Initial answer 1,
Reasoning path 1;

Initial answer n,
Reasoning path n;

i

L AIO P
J Deconding :@9

General
LLMs

G

Inductive
Reasoning

[

Final answers,
Reasoning path

J

“) Graph Neural Network (GNN) on Knowledge Graph (KG)

Offline o e
. ‘e\e.’fa‘ g Runaway (" Alan "\ (" Bugsy "\ release_year o,
explicit ( 1954-\? \Parker [\ Malone / N ey % ptine
reasoning on || —oas, ,,, & =
. = ~ Goldberg /",
KG chains A sioy ey, '8!
. By William >\ Wrote _# %
_xTx® © Wharton / Dad e i
r ) i &=
- R e O S i
First-tier has;génre Fury e AK Comedy ) Second-tier
Reasoning - | Reasoning
@S ic-aware Knowledge Exploration (@ Knowledg hanced A Determination, onli
niine
g _ Reference answers: . P
QR:T::'I:: hq _ %L ) ttﬁg; A. 1989 (correct probability: 0.996) ImpIICIt
fontit SIWe {Birdy -- written by —-William...... reasoning

textual encoding . <+ @ multiple-choice prompt

Question: when made the
dissemination of the films

whose writers also wrote Birdy

/ P )
J > | Large Language Models (LLMs)

:: Answer: The correct answer is
1989. Here's why: ......

Liu, Guangyi, et al. Dual Reasoning: A GNN-LLM Collaborative Framework for Knowledge Graph Question Answering. CPAL, (2025).
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KGs as Reasoning Guidelines

= Offline KG Guidelines
.
* KG-based CoT Reasoning for KGQA [EMNLP, 2024]

Please think step by step and then answer the given
question.

- Integrate the reasoning process and subgraphs into knowledge retrieval

Here are some examples:
Input: <Demonstration Question>

- Employ instruction tuning and continual pre-training to learn the KG reasoning g;f&i;flgﬁfgzgzuﬁa‘gghfnesf;‘;‘jfaﬁm Gtz

Input: <Question>
CoT: Let’s think step by step.

7.
KG Retrieval | 28
------------- £~ === a

( ;
/I Question gl
’

Let’s think step by step: '™ :
Eal

Question

1
| d Answer
I ’ . oy .
What is the name of I 1. Identify Justin Bieber's k’;"’: Question | » , Prompt 2: Utilizing KG to Reason
Justin Bieber brother? 1 Siblings ... : o Jaxon Bieber
: 2. Find the Brother ... 1 \ll Question  Stepl ... Pleas.e think step by step and then answer Fhe given
——————————————— 4 SO o O DS S o i 3 question. Please keep the answer as simple as
possible and return all the possible answers as a list.
KG reasoning LLM et e If there are hints, please combine this information to
n - t A,
1 Instruction Tuning o , Knowledge Graph Pretraining = ‘I |{ KG Reasoning Training ‘I answer.
Justin Bieber: : = ! I e | 1
sibling_s: f};‘:{‘:s‘g'er"e";j'i::::e entity ] E J”Sz’r'oi’e‘;‘:i‘:}r \ | Hereisaproblem, v \F Here are some examples:
- m-gQX"nWC » : Relatio‘:l-level Task T . L. Musician. ; ‘ : ;lg: gnwélfw’:':zlx:if o v IO S D eronsaton Quesion
-m. 1 1 . o .
oy orrwnB y eg Z(Zrn 82 | Please recognize the relationship [...J; | - Record producer : : Please provide the é : Hints: <Demonstration Knowledge Graph>
sibling s:.m.ngnnwp | Graph-level Task ; I album: ] | corresponding w1 CoT: Let’s think step by step. <Demonstration CoT>
=~ | Please convert them into sentences : : - All Bad j I reasoning process. ! ### Output: <Demonstration Answer>
2 ] \ - Believe Acoustic .. ...] ,' I /I
Input: <Question>
i i L Hints: <Knowledge Graph>
Instruction tuning on KG-to-text dataset l Al <l e L
T ;Cpfret'rain - - X logp(fl; |£13 ), CoT: Let’s think step by step.

l
Serialize the KG in YAML format and train it for next token prediction

Linstruct = - Z yllogp(gl |I(£E), y<l)7
l

Ji, Yixin, et al. Retrieval and reasoning on KGs: Integrate knowledge graphs into large language models for complex question answering. EMNLP. (2024).




KGs as Reasoning Guidelines

= Online KG Guidelines

* KG-SFT: KG augmented supervised fine-tuning LLM for KGQA [ICLR2025]

- Search neighboring entities to obtain the reasoning subgraphs

- Generate reasoning-based explanations via an external LLM

- Detect knowledge conflict based on online reasoning (reasoning subgraph and natural language inference model)

(1) Perform NER on QA pairs for
entity extraction

(2) Retrieve core subgraph from
external KGs that is related to QA
pairs vis HITS (Hyperlink-Induced
Topic Search)

(3) Split the LLM generated
reasoning explanations and fuse
it with language inference model

_______________________________________

Extractor R

Qi ion: Which of the
symptom of cancer?

A. Weight gain

B. Persistent fever
Answer: A

ing is not a typical

| Named Entity Recognition |

cancer ersistent fever weight gain
. ®

Knowledge Graph
e »

<] i
I '
1
sl
g unknown origin
antonym ay
may/cause may cause

______________________________________

Generator

Exp ion: The that
cancer may cause include decreased
resistance, which can lead to fever of

Detector

O The common symptoms that cancer
may cause include decreased
resistance, which can lead to fever of

origin, ly ife
persistent fever. Moreover, it is g

common for cancer to cause weight Ioss due
to the large of energy d by
cancer cells. Weight gain, on the other hand,
is only associated with appetite rather than
being a usual symptom of cancer. Therefore,

the correct answer is A, weight gain
typically is not a symptom of cancer. @

o | Generate Reasoning Explanation |

.
" unknownnnm

0.85 0.93 ) 0.87

m: 0.81
SYmomym - caus “

(appetite ] [_cancer ] [“persistent fever )

may cause [::;,e may cause  may cause H

weiéht loss

e | Extract Reasoning Subgraph |

decreased
resistance

\
N,

HIsT Score (Cappetite ] [ cancer | [“persistent fever )

0.88
'
resistance
e I Preserve Core Subgraphs |

das Split unknown origin, usually manifested
as persi: fever.
oM , itis g Il for

cancer to cause we:ght loss due to
the large amount of energy consumed
by cancer cells.

O Weight gain, on the other hand, is
only associated with appetite rather
than being a usual symptom of
cancer.

O Therefore, the correct answer is A,
weight gain typically is not a
symptom of cancer.

Raasonlng
Subgmph

Natural Language
Inference Model

e | Detect Knowledge Conflict

A —— o

Chen, Hanzhu, et al. Knowledge Graph Finetuning Enhances Knowledge Manipulation in Large Language Models. ICLR. (2025).

~,
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KGs as Reasoning Guidelines

= Agent based Reasoning

* KG-Agent: Agent-based autonomous reasoning for KGQA [arXiv2024]

Which sports team for which Cristiano
Ronaldo played in 2011 was founded last ?

The answer is :
Jfootball team

A\
—Ip—
— =

Planne

/
1=

Portugal national

Knowledge Memory Updating

get_relation

Autonomous Reasoning

Instruction-tuned LLM for planner

A 4

7 t=1 .
Question Toolbox Definition —’E’i‘é —> get_relation(m.02xt6q)
His_Pro Cur KG Info «—————— out:[teams,..] in:[athlete,.] <—— ﬁl
linked_entity T 0 = i1 tit
= — None oy t=2 v0 = get tail entity(
t=1 =m.02xt6q |t=1 Eiﬁ m.02xt6q, team)
i — =
o e . .
= —»Bv‘ﬁ t=3—> get_relation(v0)
v0 = get_tail =3
entity (m.0xt6q, None «———  out:[from,.] in:[roster,.] «— g}‘_
=3 team) t=3

vl = get entity by

KG-based executor for knowledge updating

Y

Agent-based autonomous reasoning over KG

N
=4
| IR —>E’i‘§ —> constraint (v0,from,=,2011)
q from, roster ==
Toolbox Executor &4 v0) t=4 R vl={m.06122,..} <—£<—
————————— [ Input x; )
Qery Glaph: | m.02xt6q KG Reasoning Program ‘
Grounded on KG | (Cristiano Ronaldo) |! Question T'oolbox
/~Frecbase | | > get_relation (m.02xt6q) j------------------ccooocoooooogeod> Current KG Information
team k- : v0=get_tail entity(m.02xtéq, team); . History Program
{ foosssssoss, E’\ get_relation(v0) ; \‘\\
i from 7¢(CVT) ;L -7 vl=get entity by constraint(v0,from,=,2011) \\\ get_relation(m.02xt6q)
il 2011 m.050fh, m.03b04g || A
|:} p<adminpapon | get_relation(vl); e
: ‘onstraint | 2o1q : il T _ . . : -
N sl Gl SR D e e & v2=get tail entity(vl, roster); Question T'oolbox
roster Current KG Information

History Program

Output y,

vO=get_tail_entity(m.02xt6q, team)

ans=end (v3)

Example of instruction fine-tuning data synthesis and KG reasoning for the input-output pairs
Jiang, Jinhao, et al. KG-Agent: An efficient autonomous agent framework for complex reasoning over knowledge graph. arXiv preprint arXiv:2402.11163 (2024).

Agent autonomously iterates the tool
selection and knowledge updating for
reasoning util reaching the answer entities
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KGs as Refiners and Validators

= Refine and validate the answers for QA

* KG-Driven Filtering and Validation: validate and filter out the incorrect answers

* KG-Augmented Output Refinement: refine intermediate output for final answer

we [T TTT]

Entities

Initial answer 1,
Claimil;
Initial answer 2,
Claim2;

Generation

LLMs Initial answe n,

Claim n

Response

Refinement
Refined - Verified
Answers Claim

LLMs

KG Matcher(<headl, relationl, taill>

Questions %m% % <heqd2, l"ethiOnz, tail2>
Parser

Retrieval | <head3, relation3, tail3>

Kés
One-hop
relation

;P Scoring &

Ranking

Claim

Verification

<headl, relationl, tailld>
<head2, relation2, tail2>

Top-k triples

%

&

%

Background

Question: When is Frédéric Chopin's father's birthday?
Proposed Answer: Frédéric Chopin's father is Nicolas Chopin,
he was born on June 17, 1771.

> Claim: ["Frédéric Chopin's father is Nicolas Chopin",
"Nicolas Chopin was born on June 17, 1771"]

>> Verify Claim: Frédéric Chopin's father is Nicolas Chopin.
>> Searched triples in KG: [('Frédéric Chopin', 'father’,
'Nicolas Chopin')]

The evidence suggests that Frédéric Chopin's father is indeed
Nicolas Chopin.

>> Verify Claim: Nicolas Chopin was born on June 17, 1771.

>> Searched triples in KG: [('Nicolas Chopin', 'date of birth',
'1771-04-15T00:00:00Z")]

The evidence suggests that Nicolas Chopin was born on April 15,
1771, not June 17, 1771 as stated in the proposed answer.

Above all, Frédéric Chopin's father is Nicolas Chopin, but he
was born on April 15, 1771, not June 17, 1771.

Question: When is Frédéric Chopin's father's birthday?
Here's the most possible answer: Frédéric Chopin's father is
Nicolas Chopin, he was born on April 15, 1771.

Guan, Xinyan, et al. Mitigating large language model hallucinations via autonomous knowledge graph-based retrofitting. AAAI. (2024).
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KGs as Refiners and Validators

= KG-Driven Filtering and Validation
* KGR: Knowledge Graph-based Answering Filtering [AAAI2024]

Leverage LLM to extract the claims in the generated draft response

Prompt LLMs to detect the entities that is relevant to the claims from KGs and extract the critical triples

Utilize LLM to compare and verify the model-generated claims with the KGs factual knowledge

Filter out the incorrect answer based on the verification suggestions

é Claim N Entity KG . [ Fact | Claim " Response |
tﬂl Extraction | Detection 7 \Retriev o | Selection | Verification | Retrofitting |

Whenis Frédéric Chopin's / Claim \ ( Entity sg 3 /Tple\\ / Verification \ / Retrofitted response \

‘ . 2
i s This suggests Frédéric
@ father's birthday? & e 4 : —
z T S0 : : Nicolas Chopin's father is Nicolas
Claim .1. Ff'edenc Chopm s Frédéric Chopin A Chgin Frédéric Chopin's father
| fatheris Nicolas Chopin | = (ID: Q1268) i § \ | SRS : ! is Nicolas Chopin, he
& . . . & This suggests Nicolas was born on April 15,
t@  Fréderic Chopin's fatheris | Claim 2. Nicolas Chopin Nicolas Chopin A Chopinwes bam.on Apd 1771. &
& Nicolas Chopin, he was born | was born on June 17, 1771 (ID: Q651253) 100:00:00% L o el o
on June 17, 1771. \ , , |28 stated in the proposed | o
\ / \ A e '\ /

Guan, Xinyan, et al. Mitigating large language model hallucinations via autonomous knowledge graph-based retrofitting. AAAI. (2024). 38



[ e - §
KGs as Refiners and Validators Patten |@— @ | [Paming
1
! Q: What sports have Fluminense and
! Fran Walsh's spouse played in?
_____________________________ )
1
Spouse i s 1 Q1: Who is Fran Walsh’s Spouse?
. . > . i Al:Ans 1
u KG-AugI I Iented Output Reflnel I lent Fran Walsh Ans 1 i Q2: What sports does {Ans_1} play?
i\ A2:Ans 2
. . Instance i Q3: What sports does Fluminense play?
. S ! 5
* LPKG: Retrieval-augmented LLMs for KGQA [arXiv2024] . Spors | @ |1 A3:Ans 3
Fluminense i Final Answer:
1 A28&A3
I )
4 Snoliss Step 1: Data Construction Step 2: Planning LLM Tuning and Inference
-+~ @-Sports . .
Fran Walsh  Ans 1 ~ Ground the instances from the defined
SFT Inference
S . “Which regions border Drake Bell's birthplace KG s patterns
Verbalization Fluminense Grounding and Santa Ana at the same time?”
Knowledge Graph
Sub_Question_1: str =" What is the birthplace of Drake Bell?" \L
Info_1: str = Search(query = Sub_Question_1) . . .
Spouse 0 Input Ans_1: str = Get_Answer(query = Sub_Question_I, info = Info_1) Call LLMs to verbalize KG instance with
. ##Example 0##
B Sub_Question_2: str = " Which areas border with {Ans 1} " SUb- uestions and com Iex uestion
Q1:What is the Spouse of Fran Walsh? ##Example 1## Info_2: str = Search(query = Sub_Question_2) q p q
. Ans_2: str = Get_Answer(query = Sub_Question_2, info = Info_2)
Al:Ans 1 ##Your Turn#
Fill ng | Original_Question: str = “What sports have Fluminense Sub_Question_3: str = "Which areas border with Santa Ana?" W

Sports

Q2:What sports does {Ans_1} play?

A2:Ans 2

Sports

Q3:What sports does Fluminense play?

A3:Ans 3

Final Q: What sports have Fluminense
and Fran Walsh's spouse played in?

and Fran Walsh's spouse played in?’

Output

Sub_Question_1: str =" What is the Spouse of Fran Walsh? "
Info_1: str = Search(query = Sub_Question_1)

Ans_1: str = Get_Answer(query = Sub_Question_1, info = Info_1)

Sub_Question_2: str = f* What sports does {Ans_1} play? "
Info_2: str = Search(query = Sub_Question_2)

Ans_2: str = Get_Answer(query = Sub_Question_2, info = Info_2)
Sub_Question_3: str = "Q3:What sports does Fluminense
play?"

Info_3: str = Search(query = Sub_Question_3)

Ans_3: str = Get_Answer(query = Sub_Question_3, info = Info_3)

Inter Results1: str = Intersection(Answerl = Ans_2, Answer2 =
Ans_3)
Final Answer: str = Finish The Plan(Answer = Inter Results1)

\

_4

Info_3: str = Search(query = Sub_Question_3)
Ans_3: str = Get_Answer(query = Sub_Question_3, info = Info_3)

Inter_Resultsl: str = Intersection(Answerl = Ans_2, Answer2 =
Ans_3)
Final Answer: str = Finish_The_Plan(Answer = Inter Results1)

Fine-tuning LLMs with the prompts,
input, outputs in few-shots learning

A
-

A

A

Step 3: Plan Parsing and Execution

Sub_Question_1: ...
Info_l: str = Search ...

Retrieval ’7:“/.,) —L

Leverages the fined-

tuned LLMs for

inference and planning pipeline

Ans_l: str = Get_Answer ...

Inter Results1: str = Intersection...

A

y

Set Operate .g J— —I_

Final_Answer oo

Final Answer !

Refine the intermed

iate answers for

final answer based on planning results

Wang, Junjie, et al. Learning to plan for retrieval-augmented large language models from knowledge graphs. arXiv preprint arXiv:2406.14282. (2025).
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Challenges

" LM and KG Alignment

e Joint learning: knowledge updates are not supported and retraining is needed when the KGs or
text changes.

* Effective knowledge fusion: integrating LLMs and KGs with prompt-based augmentation is not the
optimal solution, while the knowledge conflicts need to be mitigated.

" KG-RAG and Knowledge Retrieval

» Vector-based graph retrieval: creating embeddings and vector-based search are very expensive
tasks for large KGs.

* Query-based graph retrieval: converting NLQ to GOL is a challengeable task as the specific KG
schema structure is agnostic for LLMs.

® KG-guided Reasoning

 Complex reasoning: reasoning over large-scale KGs is a time-consuming and computing-
consuming task.

* Faithful reasoning: generating the reasoning paths from KGs relies on the prompt and tuning
LLMs while the faithful of the KG reasoning needs to be addressed. 40



Online Resources

Advanced Topics on LLM+KG for QA
Part -3

Yongrui Chen

Southeast University

«

AALBORG UNIVERSITET




Tutorial Outline

1) Introduction (15 Min) — Arijit Khan 4) Evaluations and Applications (20 Min) — Tianxing Wu
1.1 Large Language Models (LLMs) 4.1 Performance Metrics
1.2 Knowledge Graphs (KGs) 4.2 Benchmark Datasets
1.3 Unifying LLMs+KGs 4.3 Industry Applications and Demonstrations
1.4 Question Answering (QA)

5) Opportunities for Data Management (10 Min) — Arijit Khan
2) Unifying LLMs with KGs for QA (25 Min) — Chuangtao Ma
2.1 KGs as Background Knowledge <
2.2 KGs as Reasoning Guidelines
2.3 KGs as Refiners and Validators

6) Future Directions (5 Min) — Tianxing Wu

3) Advanced Topics on LLM+KG for QA (25 Min) - Yongrui Chen
3.1 Complex QA
3.2 Explainable QA
3.3 Optimization and Efficiency

* Q&A Session (10 Min)

* Break (10 Min)
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KG vs LLM — QA Capability Comparison

LLM QA

e Code Pre-training: enhance LLM

reasoning during training

* Prompt Engineering: eliciting LLM

LLM QA

zero-shot prompting

reasoning during inference

*  Graph computing Instruction

Few-shot prompting

CoT prompting

* Rule-based reasoning
* Ontology reasoning
e Spatial-temporal reasoning

* KG embedding/GNN

KG QA

Graph computing
Rule-based reasoning
Ontology reasoning
Spatial-temporal
reasoning

KG embedding/GNN
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KG vs LLM — How do KG and LLM collaborate for QA?

Focus on scale Focus on presentation
& has high coverage & has high accuracy

2V 2V

Knowledge Augmentation @
[ Language Models ’ | Knowledge Graphs }

77 4 Language Enhancement -i

Advantages Neural Symbolic Advantages

Representation Representaion

Extensive knowledge coverage No hallucinated Knowledge

Stronger task generalizability World More accoutable reasoning

Knowledge

Machine friendly Human friendly

Compressing .
Describe Extraction

Human Languages
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Advanced Topics — QA over Multiple Documents

Structure-based Question Content-based Question Instruction: Whatevidence do we need to
o : ! —— . answer the question given the current evidence?
[ Q: What is it talking about on Page 1? ] Seeding Node Qf I.n what| y;:;r wasbcrez;tor of the current arrangement TR Wi ENE e iet v et
} otdmmpsony Theme boms = Arthur's Magazine or First for Women? Arthur's
Structural Extraction Structural NOde_Sfﬁc_h__, 4 Magazine (1844-1846) was an American literary
41\_T S;1: Current arrangement by Alf Clausen was introduced | | periodical published in Philadelphia in the 19th
¥ ¥ at the beginning of season3 century.
S;: Current arrangement | S,: Clausen moved to | Output: First for Women is a woman's
by Alf Clausen was | Los Angeles, California Y v magazine published by Bauer Media Group in

introduced  at  the |in 1967 in search of S,: Alf Heiberg Clausen | S,: Clausen moved to Los the USA. The magazine was started in 1989.

beginning of season3 e ( born.Marcjh 28,1941) is an f‘\ngeles, Califorr'lifi in 1967 Reason -
1 American film composer. in search of television work. > . —
@
P Generate
D Sentence Node I:] Table Node
‘ Match
1 8 A Page Node <> Eommcgl ‘ a: S;: AIf Clausen (born April 16, 1941) is an
A: Alf Clausen created the current SZ::);CN American composer of film and television scores.
arrangement and moved to Los Angeles Similarity [ A: March 28, 1941 ] He is best known for his work on "The Simpsons",

Enhancing LLMs for Multi-Document QA, which requires understanding logical associations across multiple documents.

 KG Construction: Building a KG where nodes represent passages or document structures (e.g., pages, tables) and edges denote
semantic/lexical similarity or structural relations between them.
 KG Traversal: Employing an LLM-based graph traversal agent to navigate the KG, gathering relevant supporting passages to assist

LLMs in answering questions.
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Advanced Topics — Retrieval Augment Generation

il Step 1: Indexing .- --sccmrommncanmrmmsmmmemmnsmmnmmn
all bad canada node attributes
album™ LN :
— nationality ' Zn
justin jeremy ;
bicber PV bieber ~gpiidren
\ L "5 jaxon
ibli bieber
professiODSIblmg\ 51b11ng/y /
gender—edge attributes
m.0gxnnwp ¥
record 1
producer e
Question: What is the name LM %

of justin bieber brother?

justin bieber, this is justin bieber, jeremy bieber,
Vi, = argtopk,,.y, cos (24, 2
f gtopkycy cos (zg, zn) justin bieber fan club, justin ..

E}, = argtopk, . cos (Zq, Ze) sibling, sibling_s, hangout, friendship, friend ...

Prompt Tuning

S P Step 42 GeNETAION - - o nmmmommmomsimsmam mummm sman o mmnmmns
: % frozen
i @) trainable | jaxon| lbieberl
H A A .

T T v node_id, node_attr™)

15, justin bieber
Lo * 294, jaxon bieber - nodes of S*
(Self Attention Layers) 356, jeremy bieber
T T 551, m.Ogxnnwp _J

T 1 [T 1
) OO O

src, edge_attr, dst )
294, parents, 356

L)
o v 1 1 1

0 i 356, children, 15 - edges of S

551, sibling, 294

“E Projection |[ LLM * ] 551, sibling, 15 _J
!Eaph Encoderl (Text Embedder) Question: What is the name
T T T of justin bieber brother?
S*= (‘}/*, E*) textualize(S™) query q LT
| 0TI T
— jeremy * _ . _
justin _parent—> bicber S arsgcnéax 2‘; prize(n) + EE: prize(e) — cost(S)
Disher w~ hildr S is connected § e
sibling_ chridren

m.0Ogxnnwp —sibling——> i::lf::r

_______________________________________

Step 3: Subgraph Construction

« The method involves four main steps: indexing the graph, retrieving relevant nodes and edges, constructing a connected

subgraph, and generating the answer using the retrieved subgraph and the query.

« By employing RAG for direct information retrieval from the actual graph, G-Retriever effectively mitigates hallucination in graph-

based question answering.

........................................
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Advanced Topics — Retrieval Augment Generation

Enhancing the conventional RAG approach
by integrating a knowledge graph
constructed from historical customer
service issue tickets to improve retrieval

accuracy and answer quality.

Consumer queries are parsed to
identify named entities and intents.
The system retrieves related sub-
graphs from the KG based on the
parsed query, leveraging both entity

matching and embedding similarity.

An LLM generates answers using the

retrieved sub-graphs as context.

Knowledge Graph Construction

Retrieval and Question Answering

Ticket Ticket Ticket CLONE_FROM Ticket [Question Query: How to reproduce the issue where user saw "csv upload error in updating
> % 3 user email" and has major priority that was caused by data issue?
ENT-1744 ENT-3547 PORT-133061 CLONE_TO ENT-22970
N - 5 @ Entity Detectinnl@ @Intent Classification| @
inter-ticket @ intra-ticl_(et @ r v
c?""i‘?t?:"EBR Erecqparsang Summary: "CSV upload error in Prlorlty Root Cause: Intent: "Steps to
(lmp.lt.:l 4 updating user email" "Major" "Data Issue" Reproduce
explicit) . r =
@ Embedding-bésed Retrieval @ Filte'ring @Filtelring @ Questlon Intent
I ] ]
T T .1‘ T
7 1 I
i v Graph Database ,l e #
............. i (PO RN, R PO U (00 SO (OO LSOOy
inter-ticket connections i ,/ intra-ticket tree representatlon J e :
: rd 4
& 9 / ‘
3 3 ; \ Z &
Ticket PORT-133061 i CLONETEROM Ticket ENT-22970 et S 4
"CSV upload error, — CSV upload error, S , S
updating user email" : ¢ CLONE_TO updating user email R , B2
. 4
’ ,,/ e
4
5 ’ ,// e
- ’
’ @ o : iSIMILAR_TO . HAS_COMMENTS s
: / y \
’ U 7
Ticket ENT-1744 ﬁAS SUMMARY 4 ’ D :
HTTP POST csv upload [ 7 ’ "user-1":"Do we know how 5

error-internal error

)
S

@
©
()

(G

Ticket ENT-3547
Learning 'upload csv'

option fails

Pl ]
SIMILAR.TO 1

: "CSV upload error,
: | updating user email"

A |
( Description )

these duplicated profiles
HAS PRJ;bRITv : got created?",
HAS_DESCRIPTION . S 000

HAS_ ROOT CAUSE "user-2": "cleaned up 228

duplicate profiles,

( Major (Data Issue) (Strateglc) resolved",
"user-1": "thanks, ticket

, | closed"] ‘

HAS_ISSUE_DESCRIPTION HAS_STEPS_TO_REPRODUCE v J

"Admin seeing several errors when Refer to the CSV: https://microsoft.sharepoint.com/xxx: 1. Open the h :
attempting update of user emails on Dashboard ID xxxxx; 2. Click on Instances > Profile; 3. Search for 4
dashboard ID "xxxxxxxxx'. Total users from the CSV file and note that there are 2 profiles exist. :
number of users affected ~'yyy'." ) :

Text- i i
for Node Values \

embedding Generation

—

Vector Database

-

@" Answer Generation @

Final Answer: based on the ticket ENT-22970, the steps to reproduce the issue is "1. Refer
to the CSV: https://microsoft.sharepoint.com/xxx 2. Open the Dashboard ID XXXXXXXXX 3.
Click on Instances > Profile 4. Search for users from the CSV file and note that there are

2 profiles that come up.
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Advanced Topics — KG Agent

RWhi:?lh Sriortsfafgof;’{ Whic? Crésgalﬂo . Knowledge Memory Updating Autonomous Reasoning
onaldo played 1in was founded last
0 Question Toolbox Definition ﬂ% ——> get relation(m.02xtéq)
. Portugal national . _ . e — E
The answer is football - HlS_ Pro Cur KG Info <+ out: [teams ’ ] in: [athlete ’ ] (—
linked entity =2 _ £ tail . e
. = N = get_tail entity(
t=1 =m.02xt6q . ¢=1 ‘o€ = - m.02xté6q, team)

— —_— get relation(v0)

. i
Planner get_relation | v0={m.050fh, ..} «— <—
t=2 (m.02xt6q) = > ° oy —

v0 = get tail

entity (m.0xt6q,

None < out: [from,..] in:[roster,.] <€— &‘_
t=3  team) t=3 .
\\o il vl = get _entity by
. _1 get relation —> —>constraint (v0,from,=,2011)
a —( v0) from, roster ~ -
Toolbox Executor t=4 ... < : vl={m.06122,..} —

Integrates a small LLM (e.g., 7B), a multifunctional toolbox, a KG-based executor, and knowledge
memory.

* Employs an iterative mechanism where the LLM autonomously selects a tool from the toolbox and updates the
knowledge memory to continue reasoning over the KG until the answer is found.

* Multifunctional Toolbox: Extends the LLM's capacity to manipulate structured data by providing tools for
extraction, semantic understanding, and logic operations on KG data and intermediate results (e.g., filtering,

counting, retrieval, relation retrieval, entity disambiguation).



Advanced Topics - Visual QA

What type of Context Encoding s -

temperature is this? Topic Entity [T T T T~ ) @ /
Y |
Extraction >L‘_t_emfe_ra_tu_redl-> f\o —
ConceptNet
Concept Graph s
SR SO e eemimied SRt =l Probabiy
- - Seudo-si1amese ra €dium r'usion —
I,. passengerl ! P Score
; Sees 1 ® coat :Condensed : J
mage Mentioned Entity Relation
. —e
Caption Extraction” 1)  eee :-—$@ :
@} I
| I
sakura
|@_sakura ! Scene Graph |
Two-Stage Prompting Strategy !
————————————————————————————————————————— 7/

* Two-Stage Prompting: Utilizing LLMs to generate a dense image caption and subsequently extract a scene graph containing
detailed visual features from it.

* Coupled Concept Graph: Constructing a concept graph using ConceptNet, linking scene graph entities with external
knowledge.

* Pseudo-Siamese Graph Medium Fusion (PS-GMF): Utilizing shared entities as mediums between the scene graph and
concept graph to achieve cross-modal information exchange and fusion.
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Advanced Topics — Conversational QA

Student Model Question Answering

Pretrained Topic
Entity Selector v

hy (00O ©®0O J—

hRefqli[ 000000 |—— Reformulation Merging ,—IA EXXXXXI A
hpes (OO © OO |— (Vg, 4. 0i—1) (000000 )
| I M, (000000 | LSTM ——> 000000 | (000000 )
L
A A . t &g vy (000000 )0,
Question Encoder ' : :

s O S T R R O v

M, ([OOOO®O O LSTM a,
o ! — T —»  Policy Network (000000
qi:  [CLS] where is the author born <s> M,(000000 > LSTM Ag

Ref::[CLS] where is the author’s birthplace <s>
Refqzi:[CLS] where is the author from <s>

[ 00000 ]
Action Probability

* Ateacher model is trained directly using human-written reformulations to learn effective question representations.
* A student model, with the same architecture, is trained to mimic the teacher's output using the LLM-generated

reformulations. This helps the student model approach the performance of the teacher model, even with potentially

lower-quality LLM-generated reformulations.
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Question: Cocoon creation occurs?

Advanced Topics — Explainable QA

A. after the caterpillar stage.
C. after the eggs are laid.

D. after the cocoon emerging stage.

Explanation&Answer: Cocoon creation typically occurs after the chrysalis or
pupa stage. The chrysalis is a stage of metamorphosis:** So the answer is B.®

[ Explanation & Answer ]

|

I

|

I

|

! .
|

token representation I
|

|

|

|

I

I

I

|

|

|

|

|

|

! A decode
' [ Question |

|

| J

|

| knowledge embeddings @
|

|

|

To enhance the faithfulness and credibility of

generative models in QA, which contributes to

explainability.

(c) Retrieval In Decoder (ours)

* Integrated Retrieval: Integrates information retrieval

Ou'w:ies A 1
directly into the decoding process of generative language b retrievgl ¥ tion & Answor EUEREINNEN
models, rather than treating them as separate components. C L iy ), = ( i )
Eteeenni” Jlr—"Jmnt
. . . B . 0o
* Multi-Granularity Decoding: Supports dynamic adjustment S —
. _ Transfomer block g e foremen ;g'_ngs Transfomer block
of decoding granularity between token-level and sentence- £li
. G beddi sentence embeddings G
level based on retrieval outcomes. sentence embeddings
* Rationale-Aware Explanation Generation: Employs prompt Transfomer block | cosinesimilarity | _, Transf5inet block
learning to generate explanations that explicitly contain L ) < L )
. Positional Positional
marked rationales. Empeding }—®mm
continue decoding |ﬁ
Knowledge text (Shifted Righty | Question |
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Advanced Topics — Explainable QA

Goal: Enhancing the trustworthiness of LLMs in
open-ended question answering by integrating
KGs.

Explainability via Knowledge Source: KGs provide structured and
explicit factual information. Each piece of data in a KG can be traced
back to its source, offering provenance.

Transparency in Reasoning: The traceability of KG information not
only enables verification of the model’s reasoning but also brings
transparency to the decision-making process.

Open-ended Answers with Supporting Facts: The OKGQA
benchmark encourages LLMs to generate more elaborate answers,

including reasoning paths and supporting facts derived from the KG.

Query: Please describe Albert Einstein’s
contributions to the field of physics.

!

Graph-guided retrieval

[

Prize

. J[ Cost allocation
assignment

J»

[}

-

Graph Database & Indexing
Graph-indexing —_— Node/Edge
/y Q\Emebddings

B R

Open knowledge Self-constructed
graphs Graph Data

~

A

Retrieval Forms

.......................

*.

Retrieved
elements:
Triplets

Retrieved
elements:
path

Retrieved
elements:
Subgraphs

y/

Evaluator

Y

hallucination? |

G-Eval
FactScore ...

Graph-guided
generation
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Optimization and Efficiency — Index-based Optimization

3.Self-supervised Training
/r:_[!\ EBERTSCOM <{Ci}!g|1 il : Graph of Records (GoR)!
. B Node Ranking List i @‘ e
Goal: To enhance RAG performance in \"— simterity TIENEIK:

2.Graph Construction
(Retrieve-then-Generate)

S S
1 1)
CHEN DI s

long-context global summarization by using
a graph structure built from LLM-
generated historical responses. L

! iever ! Q'
o e Fiain Q- 00 6@

1.Query Simulation

« Simulate user queries, retrieve relevant text chunks, and establish edges between the retrieved text
chunks and their corresponding LLM-generated responses to construct a Graph of Records.

« Utilize a GNN to learn embeddings for the nodes in the graph, capturing fine-grained correlations.

« Effectively discovers and leverages fine-grained correlations between LLM historical responses
and text chunks, thereby improving RAG performance.
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Optimization and Efficiency — Graph Retrieval-based Optimization

Goal: Addresses the information
granularity mismatch between questions
and knowledge graphs, which is identified
as a primary source of inefficiency in
existing methods.

Extracts fine-grained, independent
pieces of information (clues) from the
question to guide the retrieval process.
By avoiding redundancy and ensuring
no pertinent information is overlooked,
the method significantly reduces the
average number of LLM calls
required for knowledge retrieval
compared to existing stateless iterative
exploration methods

Question: When is the birthday of the guitarist in John Lennon's band? "@
1

-
human-provided topic- Stat Stateless path exploration tends to pick out
entity: John Lennon LRl duplicate or similar but redundant paths
|
( . e | e e e ~N
..Graph|retrieve (L )(.,) | D d —The—— guitarist :
o John ‘Q_“_’ﬁmﬁ_g_“ 4 Py~ N R AT e
" Lennon __ Beatles = Lo
P Ie~ Sl 'O S ——( Feb 25,1443 )
™ () &y () & 4
\_ - $ # - Y,
the whole the whole the whole Response : John Lennon was a N\
uestion uestion uestion member of The Beatles, the band's
guitarist was George Harrison, who
. . ") . vas bor Feb 25, 1943. (Partl
[ LLM: Select the relevant relationships and entities based on the whole question ] \C;riec?’”;;nmceomplete) - Y& )

Stateful path exploration avoids picking out |

xtmct fine-grained information as clue:
duplicate or similar but redundant paths

blrtkday guitarist, John Lennon, band Fine-grained Stateful Exploration ’[

o o P e P T TS e BT R
N BornOn ™
) A - (" John Lennon Oct 4, 1940 ) !
A
B T ot |
\__Lennon Beatles 1
“;% / ‘J' < <Gwrg¢ Harrison Feb 25, 1443)— !

. e, 0 s St o o ap/a e lf”s o o o s s 8 s s e e s e e e - )
birthday, birthd esponse : John Lennon was a N
guitarist, IR, birthday member of The Beatles, the band's

band guitarist guitarist was George Harrison and John

== Lennon, who were born on Feb 25,

1943 and Oct 9, 1940. (correct and\l

[LLM: Select the relevant relationships and entities based on a dynamically updated clue set] complete) &
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Optimization and Efficiency — Ranking-based Optimization

Step 1: Entity Extraction and Mapping

\

! . i 4
Goal: Leverages ranking and re-ranking techniques t0  |query @: A 56 year old male patient
. . . . . with atrial fibrillation presents to the Atrial Fibrillation
refine the selection and ordering of relevant information clinic. Given their history of heart Heart Failure
. . failure, diabetes and PAD, what is Diabetes Mellitus
retrieved from the medical KG. their risk of stroke? Should they be
placed on anticoagulation? EQ’
\ J
Step 2: Relation Retrieval and Triplet Ranking
- Similarity Ranking: Ranks triplets based on their semantic Eo - Trplet Rankdng ...
similarity to the input question using UmIsBERT embeddings. Similarity
. . 3 One-hop ir Answer Expansion
« Answer Expansion Ranking: Uses an LLM to generate a DU?"bLS > Relations B 3
__ . . _— . atabase '
preliminary answer, then ranks triplets based on their similarity = MMR
to the expanded question-answer context. This helps in Step 3: Re-Ranking Srrreemmesseeessseeeee

identifying information relevant to the potential answer.

Top-k Triplets Cross-Encoder 5 Top-p Triplets

« MMR Ranking: Selects triplets based on both their relevance Teopi Ttopp

to the question and their dissimilarity to already selected

triplets, promoting diversity and reducing redundancy. Step 4: Obtaining LLM Response

+ Tiopp —» E{@P LLMs 4)[ Answers ]




Optimization and Efficiency — Cost-based Optimization

Goal: To achieve cost-efficient
KBQA by minimizing the usage
and expenses associated with
LLMs.

Question Context
Answer choices

Service
Costs

API/Cloud

l . )

Small KG-baseﬂ

g_

sydeun
28patmouy
utewoq

Models

(@)

90.00%

80.00%

70.00%

60.00%

50.00%

O Language Models
O Close-source LLMs
O Open-source LLMs
@ sota KGMs

RoBE

o BERT-B

Greasel LM

o

OMistraI7B

ChatGPT

RoBERTa-L

RTa-B

O ChatGLM3
\ GPT3
O Llama278

300M

(b)

3B

708

N e

48.80%

()

* Multi-Armed Bandit Formulation: Models the model selection problem as a tailored multi-armed bandit problem to

balance exploration (trying different models) and exploitation (using the best-performing models) within a limited budget.

* Accuracy Expectation with Cluster-Level Thompson Sampling: Estimates the accuracy expectation of choosing either

LLMs or KGMs based on their historical success and failure rates. This helps in initially guiding the policy towards more

promising model types.

* Context-Aware Policy: Learns a context-aware policy that considers the semantics of the question to further distinguish

and select the most suitable expert model (either an LLM or a KGM) for that specific question.

P cpT3s

B +amaa 7200% § 73.60% ¥ 61.00%
GreaselM

. e 73.60% § 59.80%
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Conclusion & Future Work

Conclusion

LLM-KG Integration Enhances QA: Combining LLMs with KGs improves multi-document and multimodal QA
by enhancing reasoning, reducing hallucinations, and increasing answer accuracy.

Optimization Improves Efficiency: Techniques like index-based and graph retrieval-based optimization boost
system efficiency, scalability, and cost-effectiveness.

Conversational and Explainable QA: QA systems are evolving into multi-turn, explainable models with KG

Agents enabling transparent and trustworthy reasoning.

Future Work

Deeper LLM-KG Fusion: Advancing dynamic KG updates and adaptive retrieval will improve knowledge adaptation
and model performance.

Enhanced Multimodal QA: Future systems will better integrate text, images, and videos for richer reasoning and
more comprehensive answers.

Scalable and Privacy-Preserving QA: Efficient, large-scale QA solutions leveraging federated learning and edge

computing will enhance privacy and real-time capabilities.
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Tutorial Outline

1) Introduction (15 Min) — Arijit Khan 4) Evaluations and Applications (20 Min) — Tianxing Wu
1.1 Large Language Models (LLMs) 4.1 Performance Metrics
1.2 Knowledge Graphs (KGs) 4.2 Benchmark Datasets
1.3 Unifying LLMs+KGs 4.3 Industry Applications and Demonstrations
1.4 Question Answering (QA)

5) Opportunities for Data Management (10 Min) — Arijit Khan
2) Unifying LLMs with KGs for QA (25 Min) — Chuangtao Ma
2.1 KGs as Background Knowledge <
2.2 KGs as Reasoning Guidelines
2.3 KGs as Refiners and Validators

6) Future Directions (5 Min) — Tianxing Wu

3) Advanced Topics on LLM+KG for QA (25 Min) - Yongrui Chen
3.1 Complex QA
3.2 Explainable QA
3.3 Optimization and Efficiency

* Q&A Session (10 Min)

* Break (10 Min)
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Performance Metrics

o Some metrics have been proposed to measure different aspects of LLM + KGs for QA.

o According to the roles of KGs, the metrics are categorized into three types, which respectively measure

the Answer Quality, the Retrieval Quality of RAG, and the Reasoning Quality.

’[

KGs as background
knowledge

|

it

KGs as refiners and
validators

|

I

KGs as reasoning
guidelines

|

O Answer Quality: Measuring the accuracy of the generated

answer and its relevance to the context or the question.

O Retrieval Quality: Measuring the accuracy of the retrieval
process or the relevance of retrieved content to the

guestion.

O Reasoning Quality: Measuring the accuracy of the reasoning

steps in multi-hop reasoning scenarios.

64



Performance Metrics

Metrics measuring the Answer Quality:

O

BERTScore: Assess the semantic similarity between generated answers and the reference
text, utilizing their contextual embeddings from pre-trained transformers (e.g., BERT) ,
computing the cosine similarity between the embeddings as BERTScore.

1 : .
MRR = ] leQll p— the average reciprocal rank of the first correct answer across a set of
l

queries, where |Q| is the number of queries and rank; is the rank position of the first correct
answer for the i-th query.

@ .
Userlpput | Generator
] N ‘ (LLMs)

|
|
|
|
|
Retrieval Retrieved Results |
:
|
|

Output
(Generated

Answers)

(Chunks/Tokens/
Entities/...)

Optional This part is measured

Peng, B., Zhu, Y., Liu, Y., Bo, X., Shi, H., Hong, C., ... & Tang, S. (2024). Graph retrieval-augmented
generation: A survey. arXiv preprint arXiv:2408.08921.
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Performance Metrics

., ragas
Metrics measuring the Answer Quality:

o  Faithfulness: Prompt LLMs to extract a set of statements from an answer, and to

determine whether each statement can be inferred from its context. Faithfulness is

defined as F = %, where |V| is the number of statements supported by the LLM and

|S| is the total number of statements.

1 : : : :

o Answer Relevance: AR = - Zi=1 sim(q, q;), where g; is potential questions
generated for the answer to g, and sim(q, q;) measures the cosine similarity
between their embeddings.

Es, S., James, J., Anke, L. E., & Schockaert, S. (2024, March). Ragas: Automated evaluation of retrieval

augmented generation. In Proceedings of the 18th Conference of the European Chapter of the Association for
Computational Linguistics: System Demonstrations (pp. 150-158).
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Performance Metrics

Metrics measuring the Retrieval Quality of RAG:

O Precision = the fraction of relevant instances among the retrieved instances. (T P: true

TP+FP'’
positives, FP: false positives)

. |[RDNTopyql
o Recall@k = RDI

total amount of relevant cases, considering only the top-k results. (RD: relevant documents,
Topyg: top-k retrieved documents)

@ Q- @

User Input -+ - - - - - o oo Generator  Qutput

(LLMs) (Generated
& BBRB

Answers)
Retrieval Retrieved Results
(Chunks/Tokens/
Entities/...)

, the fraction of relevant instances that have been retrieved over the

This part is measured

Optional

Yu, H., Gan, A., Zhang, K., Tong, S., Liu, Q., & Liu, Z. (2024, August). Evaluation of retrieval-augmented
generation: A survey. In CCF Conference on Big Data (pp. 102-120). 6/



Performance Metrics
Metrics measuring the Reasoning Quality:
Multi-hop QA: Hop-wise answering accuracy (Hop-Acc)

O Hop-Acc = ~ © . N is the number of samples where the reasoning path matches the gold
t
path, and N is the total number of evaluated samples.

o Hop-Acc measures whether the reasoning process for multi-hop questions follows the
correct sequence of logical steps.

O A higher Hop-Acc indicates more rational and coherent reasoning, ensuring that the
model’s output is logically sound.

] B

*  Question Decomposition
* Intermediate Answers

User Input o - - e e e e e e Generator Output | «  Final Answer

| : (LLMs)
|
L .Q — BBRA :

. . |
| Retrieval Retrieved Results !

| . .
| (Chunks/Tokens/ ! This part is measured
| e e |
| Optional Entities/...) |
Gu, H., Zhou, K., Han, X,, Liu, N., Wang, R., & Wang, X. (2024, August). PokeMQA: Programmable knowledge editing for Multi-hop Question 68

Answering. In Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 8069-8083).



Performance Metrics
Metrics measuring the Reasoning Quality:

Multi-hop QA: Hop-wise answering accuracy (Hop-Acc)

O Hop-Acc = II\\II—C . N¢ is the number of samples where the reasoning path matches the gold path,
t
and Nt is the total number of evaluated samples.
O Hop-Acc measures whether the reasoning process for multi-hop questions follows the correct

sequence of logical steps.

O A higher Hop-Acc indicates more rational and coherent reasoning, ensuring the model’s output
is logically sound.

[ Input Question: Which continent is the football club Messi plays for located in? ]

A\ 4

[ Subquestion 1: What is the football club Messi plays for? Answer 1: Inter Miami. ]

\ 4

[Subquestion 2: Which continent is Inter Miami located in? Answer 2: NA. ]

Gu, H., Zhou, K., Han, X., Liu, N., Wang, R., & Wang, X. (2024, August). PokeMQA: Programmable knowledge editing for Multi-hop Question
Answering. In Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 8069-8083).
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Benchmark Datasets

To effectively evaluate different aspects of LLM + KGs for QA, benchmark datasets mustinclude
specific types of data:

Answer Quality
o Ground-truth answers, representing the correct responses to questions.

o) Supporting evidence, extracted KG triples or other references that justify the correctness of
the answer.

Retrieval Quality

o Query-KG linkages that map questions to KG entities or relations.

o Ground-truth retrieval results, provide the expected relevant paths, subgraphs, or
documents to assess retrieval accuracy.

Reasoning Quality
o Reasoning chains and intermediate steps that explain how the answer is derived.

o Complex constraints, such as temporal reasoning or negations, involved in the reasoning
process.
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Benchmark Datasets

WebQSP is a dataset designed for evaluating question-answering systems. It contains real-world
questions and corresponding SPARQL queries, aimed at testing a system’s ability to answer
factual questions using structured knowledge bases like Freebase.

Dataset Example:

* Question: What character did Natalie Portman play in Star Wars? i
- SPARQL Query:
PREFIX ns: <http://rdf.freebase.com/ns/> i
SELECT DISTINCT ?x i
WHERE {

| FILTER (?x = ns:m.09(3p) ! [ Retrieval Quality ]

[ Answer Quality ]<—'

FILTER (lisLiteral(?x) OR lang(?x) =" OR langMatches(lang(?x),

ns:m.093p ns:film.actor.film ?y . i
?y ns:film.performance.character ?x. i
?y ns:film.performance.film ns:m.0ddt_ . i

Reasoning Quality ]
/1

* Inferential Chain: film.actor.film > film.performance.character



Benchmark Datasets

A summary of various benchmark datasets used for evaluating the performance of LLM + KGs for QA

Dataset Name Answer Quality Retrieval Quality Reasoning Quality Brief Description
WebQSP v v A Contains SPARQL queries for knowledge-based QA.
CAQA A J A Evaluates cc?mplex reaspnmg and z?ttrlbutlon, including
supportive, contradictory, and irrelevant cases.
CR-LT KGQA v A v Focuses on long-tail entities and commonsense reasoning.
PATQA v A J Present-anchored temporal QA.
A multi-hop question answering benchmark for evaluating
MINTQA v v LLMs on new and tail knowledge.
MedQA / A A Multilingual medical exam c!ataset with multiple-choice
and medical texts.
KGs+LLMs for / X Assesses LLM and KG integration for QA on enterprise SQL
EnterpriseQA databases.
XplainLLM v A v Focuses on explainability in QA reasoning.
LLM-KG-Bench v X X LLMs in knowledge graph engineering.

» Core Evaluation Objective (V): The dataset is primarily designed for this evaluation target.
* Partial Support (A\): The dataset can be adapted to evaluate this objective, but it is not the main focus.
* NotSupported (X): The dataset does not support this evaluation objective.
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Industrial Applications

o KAG (by Antgroup) ——A knowledge-augmented framework enhancing LLMs with Knowledge Graphs and
vector retrieval for domain-specific QA.

o Technical Architecture

» kg-builder implements a knowledge representation that is friendly to LLMs, enabling both schema-
free information extraction and schema-constrained knowledge construction, while supporting mutual
index representation for efficient retrieval.

» kg-solver uses a logical symbol-guided hybrid solving and reasoning engine, integrating planning,
reasoning, and retrieval operators to transform natural language problems into a process combining
language and SymbOlS‘ LLM Friendly Representation

Mutual Index Builder Knowledge Logical form Solver
g * Alignment 77 .
. A )

\ Symbolic Representation

1}z OpensPG T s o

Retrieval & . ¢ -
Reasoning Logical form eneration
v

#

Domain knowledge

Documents Indexing Pipeline
S base

LLM Reasoning Alignment with KG Feedback

/\ Knowledge Graph Reasoning A

Source: https://github.com/OpenSPG/KAG KAG-Model > N0 > NI > NG D



https://github.com/OpenSPG/KAG

Industrial Applications 3‘12; OpensSPG

Core Feature: LLMs-Friendly Knowledge Representation

o KAG addresses the challenge of integrating unstructured data, structured information, and

business expertise into a unified representation.

O Person
concept.ryfe "aéém |
o 1

(schema constraint)

Knowledge

Information

(schema Free

°
or semi-schema) T sum. | :_j

l‘ ~|

l‘ ?
i ;"+Chunks P . 1
= o’ ! Article ;
Data @ \__-— &=

(Chunks & summary desc)

Source: https://github.com/OpenSPG/KAG

For unstructured data, structured
data, KAG uses advanced techniques
like layout analysis, knowledge
extraction, property normalization,
and semantic alignment to construct
a business knowledge graph.

It supports schema-free data
extraction and schema-constrained
expertise construction, promoting
cross-index representation for better
inverted index creation and logical
reasoning.
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Industrial Applications

o Graph RAG (by NebulaGraph) —— A pioneering framework integrating Knowledge Graphs with LLMs to
enhance search engines with deeper contextual understanding for smarter, more precise, and cost-effective

search results.

Deme: Graph RAG, the new LLM Stack

Graph RAG vs RAG vs NL2Cypher

NLP2Cypher-based KG Query Engine
T Translates tasks or questions into
answer-oriented graph queries, similar
el it e to Text2SQL, without relying on entity
| queryused subgraph retrieval.

p

e. entity’ . name’

Rendered Graph

Source: https://www.nebula-graph.io/posts/graph-RAG#post-graph-rag-vs-text2cypher
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Industrial Applications

O NebulaGraph database seamlessly integrates with Llama Index and LangChain, building Graph RAG is highly
simplified and requires minimal effort, based on just three lines of code. Even more complex RAG logic can be
easily integrated, such as Graph + Vector RAG:

Foo is the .. of ..
XY . Foo
Bar ... Foo ...

E

Query Time
-----= path could optionally involves other services H ) i
{ —— normal call path /[ Get ?,T:::::(ng of ].__4[ Embedding Service ]
/ Lum
—— Tell me about Foo (" Get Top-N semantically )

related chunks and 2
L entities from KG P |

. ( Query Knowledge from )
~— Foo is ... N | the related entities

\ ( Chunks & )

\ SubGraph/Knowledge
G related to the Task )

Source: https://www.nebula-graph.com.cn/posts/graph-rag-lim
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Industrial Applications

/Vector RAG:
Only provide simple
information on his
identity, plot, and

Qcto Ir's

Type the question to answer

Tell me about Peter Quill?

Answer: Peter Quill, also known as Star-Lord, is
the half-human, half-Celestial leader of the
Guardians of the Galaxy. He was abducted from
Earth as a child and raised by a group of alien
thieves and smugglers called the Ravagers. In
the film, Quill is depicted as being in a "state of
depression" due to the appearance of a variant
of his dead lover Gamora, who does not share

the same affection for him as her older version

did. This affects his leadership of the Guardians.

Quill is portrayed by actor Chris Pratt.

Answer: Peter Quill, also known as Star-Lord, is
the half-human, half-Celestial leader of the
Guardians of the Galaxy. He was abducted from
Earth as a child and raised by a group of alien
thieves and smugglers called the Ravagers. In
the film, Quill is depicted as being in a "state of
depression" due to the appearance of a variant
of his deceased lover, Gamora, who does not
share the same affection for him as her older
version did. This affects his leadership of the
Guardians. Peter Quill is portrayed by actor
Chris Pratt. He is shown to be the leader of the
Guardians of the Galaxy and has indicated his

willingness to continue playing the character in

future projects if the right script comes along.

Graph + Vector RAG:\
Can obtain more
information about the
protagonist's skills,
character goals, and
identity changes /

o Graph RAG can understand the relations between entities, equate knowledge graphs to large-
scale vocabularies and better comprehend the intent of complex queries, leading to more
accurate and relevant search results.

Source: https://www.nebula-graph.io/posts/graph-RAG
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Tutorial Outline

1) Introduction (15 Min) — Arijit Khan 4) Evaluations and Applications (20 Min) — Tianxing Wu
1.1 Large Language Models (LLMs) 4.1 Performance Metrics
1.2 Knowledge Graphs (KGs) 4.2 Benchmark Datasets
1.3 Unifying LLMs+KGs 4.3 Industry Applications and Demonstrations
1.4 Question Answering (QA)

5) Opportunities for Data Management (10 Min) — Arijit Khan
2) Unifying LLMs with KGs for QA (25 Min) — Chuangtao Ma
2.1 KGs as Background Knowledge :
2.2 KGs as Reasoning Guidelines

2.3 KGs as Refiners and Validators 6) Future Directions (5 Min) — Tianxing Wu

3) Advanced Topics on LLM+KG for QA (25 Min) - Yongrui Chen
3.1 Complex QA
3.2 Explainable QA
3.3 Optimization and Efficiency

* Q&A Session (10 Min)

* Break (10 Min)
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Opportunities for Data Management

* Natural Language Questions (NLQ) to Structured Query

* Efficient and Explainable Retrieval-augmented Generation (RAG)
* Knowledge Alignment and Dynamic Integration

* Querying over Heterogeneous and Multimodal Data

* Roles of Vector and Graph Databases
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Natural Language Questions (NLQ) to Graph Query

[ Motivation ]

» User-friendly querying in graph databases = avoid intricacy of graph query language (GQL) for non-expert
users.

« Broadening applicability of graph DBs across various domains, e.g., knowledge-base question answering (KG-
QA), voice assistants, web search, information retrieval, and recommendation.

« GQL-based querying maintains rich data and logical pathways, enhancing interactivity and interpretability, over
vector-based retrieval.

[ Challenges ]

« Ambiguity of natural language questions. }Sim“arto Text25QL
« Hallucination and inconsistency of LLMs.

« Complex GQL syntax and graph schema

- large and heterogeneous schema, use of resource identifiers, overlapping relation types, lack of normalization
» Multi-hop questions
« Limited training datasets and tools

Specific for Text2GQL

[ Methods ]

 Multiple LLMs coordination, LLM agents, fine-tuning, RAG, property graph views over RDF, graph patterns
enhancement, ... 81




Efficient and Explainable Retrieval-augmented Generation (RAG)

* Retrieval-augmented generation (RAG) to use KG context to improve LLM'’s accuracy and consistency.

v' Graph-based retrieval-augmented generation

@ Rettfeval No—o_  Verbalizer

: >
) GrathAG: ; / v’ g Converter

' Prompting

Kés
H Prompt
. Questions Text
Engineering

v' Synergy of graph DB + graph ML

Textual descripion of graph
structured format data:
(triple, path)

Prompting

Context

Prompting ;
User 5
—_— ]

Generation

v Various retrieval techniques

- Vector-based KG triples retrieval;

- Vector-based Entity Retrieval + Breadth First Search for relevant paths retrieval;
- LLM-based Entity Retrieval + Breadth First Search for relevant paths retrieval;

- LLM-based subgraphs retrieval (Text2GQL);

- Graph DB as semantic cache of LLMs

v’ Various ranking schemes * Explainable GraphRAG:
- KG triples ranking; v’ Factual and counterfactual explanation
- KG relations and paths ranking; v" Role of pretrained knowledge vs. retrieved knowledge
- KG subgraphs ranking. v KGs as LLM guardrail

v" Various knowledge integration schemes
- graph to text conversion
- graph embedding
- resolve knowledge conflict
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Knowledge Alignment and Dynamic Integration

* Knowledge conflict

Step 1 Knowledge Detection via Question Answering

* Knowledge forgetting, catastrophic forgetting mmm

X, What diagnosis Is associated with

LLM py with adapters.

* Dynamic Knowledge integration e e Y ? I

( Knowledge Statements:
5, The finding site for Sutura crani
is associated with

v' Prompt engineering to prioritize external knowledge over

. InfuserKl: Enhancing Large Language Models with Knowledge Graphs via Infuser-Guided
para metric memory Knowledge Integration (EMNLP 2024)

v Fine-tuningand contrastive decoding to enhance contextual

Interpreter recognize and extract

g rO U n d i ng E The capital of the America is in Washington = <edit>(s,r,€)
{" ¥ The capital of the America is in California <edit>(s.,r,. @)
(& wasvermmasnnomiss 7| 7 et |
v" Model editing, parameter pruning to reduce knowledge conflicts Controller ke momsion - ot Rsoston K pent

g Edit triples Washington
P e oy o‘ﬁ_)o California
ol ripl
IR M
Revene @

v’ Integrating unknown knowledge into LLMs without unnecessary e

L

Editor T y i editor cache
overlap of known knowledge 00 fli '« otback | [Editing) | Rotback ‘G s s s
e o odit_key2 edit_itom2

& @Y & Edit Md Edit —} edit_key3 edit_item3

v’ Collaborative knowledge editing in LLM+KG

OnekEdit: A Neural-Symbolic Collaboratively Knowledge Editing System (VLDB workshop 2024)
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Querying over Heterogeneous and Multimodal Data

* Heterogeneous knowledge sources (e.g., unstructured text, structured tables, and knowledge graphs) — data lake

* Integrating multiple pieces of evidence of different modalities to infer correct and complete answers.
* Verification of generated answers against trusted source =» trustworthy question answering

* E.g.,"What do others say about my papers?’ or “Find competitors with similar products to mine and
analyze their pricing strategies for different products”.

: ) [ Question ] [ OowL Ontologyl Answer
2) Reasoning 1
Question vidence Re-Ranking & Answer < {} @ 1
Understanding (QU) al (ER) Filtering (RF) ation (AG) Question—» m bII'P L Aiisver——s $ _’Q \ SPARQL Zero-shot Prompt I
\ / / \ LLM  DBMS BLIP Im Q {1
Question: Structured Intent (s): "“““’ Wang Zhizhi )
Ih'l';;i"’;;"‘ Qfirst Chinese NBA ployer :’ Evicence; 1) Data Discovery {
Ans-Type: |person, basketballer 5 (1) Wang Zhizhi joined the
ol — e : | |
ocation: |China — mm o - il -
e i E! [ EJ (1 4
- i E DD =
QUASAR system: Philipp Christmann and Gerhard Weikum. RAG- B - Tole e - — | Mapping |/ e
based Question Answering over Heterogeneous Data and Text. IEEE Public Multimodal Data Lake 3
Data Engineering Bulletin. December 2024 Edition on RAG
Symphony system: Nan Tang, Chenyu Yang, 3
Zhengxuan Zhang, Yuyu Luo. Symphony: Towards = e — ]
Trustworthy Question Answering and Verification R o
using RAG over Multimodal Data Lakes. IEEE Data Juan Sequeda’ Dean A||emangl Bryon Jacob.
Engineering Bulletin. December 2024 Edition on RAG |ncreasing Accuracy of LLM-powered Question

Answering on SQL databases: Knowledge Graphs
to the Rescue. IEEE Data Engineering Bulletin.
December 2024 Edition on RAG
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Roles of Vector and Graph Databases

* RAG requiring both vector search over Vector DBs and graph search over Graph DBs.

* E.g., “finding all positive reviews written by a specific customer” or “summarizing the impact of COVID-19 on the
globaleconomy”.

* TigerVector =» integrates vector search seamlessly into TigerGraph, a distributed graph database system.

v

v

Unified system supporting both vector data and graph data. Reduces data movement, minimizes data silos.

Vector embeddings as a new attribute of existing graph nodes.

Decouples storage of vector embeddings from other graph attributes = utilize native vector indexes, updates involving both graph attributes and
vector attributes performed atomically.

[ GSQL Interface

Hybrid searches of vector and graph data using a unified GSQL query language. N Query Engine )

i T T
TskManager  [J(10000000000DD00OD

Parallel Processing

Storage Engine A
Crn0 e } (paiion 1 |
i Rebuild o> i "l;a:ll;lo_n-z-:
l Delta Store Mm
e —) iren

Shige Liu, Zhifang Zeng, Li Chen, Adil Ainihaer, Arun Ramasami, Songting Chen, Yu
Xu, Mingxi Wu, and Jianguo Wang. 2025. TigerVector: Supporting vector search in
graph databases for advanced RAGs. arXiv:2501.11216 (2025)
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Tutorial Outline

1) Introduction (15 Min) — Arijit Khan 4) Evaluations and Applications (20 Min) — Tianxing Wu
1.1 Large Language Models (LLMs) 4.1 Performance Metrics
1.2 Knowledge Graphs (KGs) 4.2 Benchmark Datasets
1.3 Unifying LLMs+KGs 4.3 Industry Applications and Demonstrations
1.4 Question Answering (QA)

5) Opportunities for Data Management (10 Min) — Arijit Khan
2) Unifying LLMs with KGs for QA (25 Min) — Chuangtao Ma
2.1 KGs as Background Knowledge v
2.2 KGs as Reasoning Guidelines

2.3 KGs as Refiners and Validators 6) Future Directions (5 Min) — Tianxing Wu

3) Advanced Topics on LLM+KG for QA (25 Min) - Yongrui Chen
3.1 Complex QA
3.2 Explainable QA
3.3 Optimization and Efficiency

* Q&A Session (10 Min)

* Break (10 Min)
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Effectiveness and Efficiency of Subgraph Retrieval

o Challenge: Effectiveness and efficiency retrieval of relevant subgraphs.

o Reasons:
» LLMs have a limited context length, making it impractical to process entire

knowledge graphs. This necessitates the effective extraction of relevant subgraphs.
» Retrieving subgraphs from large-scale knowledge graphs is computationally
expensive.

o Potential Solutions:
» Develop optimized methods for efficient subgraph retrieval.
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Security, Privacy, Explainability and Fairness in QA

o Security & Privacy:

» Unifying domain-specific KGs raises privacy risks.

Differential Privacy

oﬁ Privacy-Preserving
i ! ) < Techniques

> * Federated Learning
* Anonymization

O e LLMs .
@@ 9 Access Control

o Explainability & Fairness:

» QA reasoning relies on the reasoning chains over the factual graph.

Graph RAG

Source: https://www.datastax.com/guides/graph-rag

Explore more efficient retrieval methods
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Other Data Science Applications

o The combination of LLMs and KGs leverages LLMs’ natural language understanding
and KGs’ structured knowledge to enhance applications like:

Personalized
Recommendations

Personalized Customer Service Medical Financial Decision-
Recommendations Diagnostics Making

o Future: Smarter, knowledge-rich solutions across domains.
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Thanks!

= Online Resources

* Tutorial Webpage [https://machuangtao.github.io/LLM-KG40QA/tutorial-edbt25/]

* GitHub Repository [https://github.com/machuangtao/LLM-KG40A]

= Co-organized Other Related Events
* LLM+KG Workshop@VLDB2024 [https://seucoin.github.io/workshop/limkg/], Workshop Report

[https://vidb.org/workshops/2024/proceedings/LLM+KG/LLM+KG-1.pdf], Workshop Panel

Report [https://wp.sigmod.org/?p=3813]

¢ LLM+Graph Workshop@VLDB2025 [https://seucoin.github.io/workshop/llmg2025/] Paper

Submission Open!
® Guest Editorial: Specialissue on "Neuro-Symbolic Intelligence: large Language Model enabled

Knowledge Engineering", World Wide Web 2025 [https://link.springer.com/article/10.1007/s11280-

024-01327-7]



https://machuangtao.github.io/LLM-KG4QA/tutorial-edbt25/
https://github.com/machuangtao/LLM-KG4QA
https://seucoin.github.io/workshop/llmkg/
https://vldb.org/workshops/2024/proceedings/LLM+KG/LLM+KG-1.pdf
https://wp.sigmod.org/?p=3813
https://seucoin.github.io/workshop/llmg2025/
https://link.springer.com/article/10.1007/s11280-024-01327-7
https://link.springer.com/article/10.1007/s11280-024-01327-7
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